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The main objective of WP& In2Dreamss to provide a communication platform that will be able to
interconnect a growing number of devices (metering devices, sensors and smagg)Hocated either on
boardof trainsor at the trackside with the Open Data Managem@DM platform.

The objective of this deliverable, in the scope of Task 2.1 of WP2, is to describe the overall architecture of
the integrated communication platform.h& definition of the system architecture includes technical
specifications and service requirements. The deliverable describes optical wireless communication systems
and the deployment of the Open Data Management (ODM) platform in 5G. Control and mandggmen

the communication platform based on Software Defined Networking (SDN) is also described.

This deliverable also describes LiFi technology application for wireless broadband and I0T connectivity
within the rolling stock and provides an overview of theeicases examined in In2Dreams and developed

in agreement with the Shift2Rail project In2Stempo. Among the different railway use cases studied and the
3 use cases presented in this deliverable, the use case on commercial line operation (Use Caseel), has be
used to demonstrate the In2Dreams integrated communication platform.

Finally, train measurement setups and data portfolio are provided to validate data analytics infrastructure
and design for support of selected use cases.
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Abbreviation Description

BBU Base Band Units

CBTC Communications Based Train Control
CDPI Control to DataPlane Interface

GRAN CloudRAN

DC Data Centres

DMP Data Management Platform

EMU Electric Miltiple Unit

EU European Union

FH FrontHaul

FSO Free Space Optics

GA Grant Agreement

GPP GeneralPurpose Processors

H2020 Horizon 2020 framework programme
ICT Information ard Communication Technology
ILP Integer Linear Programming

loT Internet of Things

LPF Low Pass Filter

LTE LongTerm Evolution

MIMO Multiple-Input Multiple-Output

MQTT Message Queuing Telemetry Transport
MZM Mach-Zehnder Modulator

M2M Machineto-Machine

NFV Network Function Viualization

IN2D-WP2-D-RCI-001-03

Page3

09/07/2018


https://en.wikipedia.org/wiki/Electric_multiple-unit

ZOREAMS

@~

Contract No. 777596

Abbreviation Description

NFVI Network Function Virtualization Infrastructures
OoCC Operations ad Control Centre
ODL OpenDayLight

ODM Open Data Management

PNF Physical Network Functions
PTP Precision Time Protocol

QoS Quality of Service

REST Representational Sta Transfer
RH Radio Heads

SDD Spectral Direct Decoding
SDN Software Defined Networking
VNF Virtual Network Functions
VOQ Virtual Output Queues

JU Shift2Rail Joint Undertaking
WDM Wavelength Division Multiplex
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The objective of WP2 is to define, appropriately model and implement a dynamic network communication

platform interconnecting a vartg of onboard and trackside sensing/monitoring devices to the railway
operations and support centre.

Ly GKS a02L) 2F 2t Hx{ SN OSASOA FTaASO | /f I &S a¢3 ah @ SING M
deliverable 2.1 describes the overall architeetwf the integrated communication platform.

Inputs to this deliverable have been gather from the Shift2Rail project In2Stempo; specifically, the definition
of the railway use cases presented in Chagthave ben defined in close cooperation with this project.

Deliverable D2.1 of In2Dreams is structured in the following chapters:

1 Chapter2 provides an overview of the 3 use cases selected to demonstrate In2Dreams project
results;

i Chater 3 presents the integrated communication platform, including optical wireless
communications systems, thaeployingof the ODM platform in 5Gand LiEchnologyapplication;

1 Chapterd describeghe approach to validate the use cadhsough data analic.

The ouputs of this deliverable will be used in the othesks of WP2 where on board and train to ground
communication technologies will be deployed.

21348 /1 asa
2.1 Overview and Definition dhe Use Cases

2.1.1 Use Case ¢ Commercial Line Operation

This use case is based anast metering for a commercially operated railway line under normal traffic
conditions.

Main objective is the fine mapping of relevant energy flows, optimization of interadi@ween rolling
stock and infrastructure, identification of energy efficiency potentials, implementation of energy
management options.

Data collected thanks to smart metering make the infrastructure manager or the railway operator informed
about energybehaviour thanks to combining real time energy use and accurate billing. The consumer can
act in two directions: energy saving, knowing the over consumption sources, and billing reduction, switching
the consumption to less expensive period, when posstiart metering makes easy two steps, measure
and analyse which are very useful to introduce DMAIC (Define, MeasArglyse Improve, Control)
method for energy management system, which supports and is in line with the ISO 50001 stdimgard.
smart meterng use case for a commercially operated railway line under normal traffic conditiorSREO

will be realized at Network Rail on a line between Redhill and Tonbridge, South of London.

This use case is the most similar case to the Reims tramway expertiaeriteterms of voltage range and
of objectives of this smart metering applicatifsv].

Page8
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2.1.2 Use Case @ Stationing and maintenance facilities
This use case is dedicated to smart metering use case for stationing and maintenance facilities.

Main objective ofthis use case is to study the energy management options and identify energy efficiency
potentials in this specific area, monitoring of relevant infrastructure, monitoring of rolling stock status,
improvement of operational performancéMany electricity uses can be connected to substations or
catenaries for norelectric traction needs. The most known connections are:

1 HV network for signalling

1 Auxiliary transformer for low voltage network (building, commanaahtrol, etc.)
9 Train stations

1 Railway maintenarecentre

To achieve the benefits described above and to get billing procedure easier, the implementation of smart
metering in those cases can be very useful and interesfiiig smart metering use case for stationing and
maintenance facilities (STHP) wil be realized at the Eurotunnel infrastructure in France.

2.1.3 Use Case 8Infrastructure Monitoring
This use case will aim at smart metering to monitor infrastructure assets or traction network.

The main objective of this use case is to study the energyitoring options for individual infrastructure
assets as well as for the complete traction power network. Monitoring options will be identified, in order
to provide continuous monitoring of electrical infrastructure, optimization of the infrastructure
performance and the implementation of preventive maintenandéne smart metering use case for
electrical infrastructure monitoring through the detection of electrical anomalie<O will be realized at

the Eurotunnel infrastructure, mainly inside the 50:Kiftometre rail tunnel linking United Kingdom with
northern France.

Data needed are very much depending on the monitoring application and could be: current measures,
voltage, temperature, etc. A higher frequency sampling could be required but by usigger tpoint data
acquisition efforts and data volume can be minimized.

2.2 Technical Constraints and Functional Requirements
Technical constraints and functional requirements of each use case are presetduléd.

Table 1: Technical Constraints and Functional Requirements

Use Case ¢ Commercial| 1 The Network Rail experimentation site concerns a 20&ny line of

Line Operation two tracks between Redhill and Tonbridge
1 power supply is 750 V DC, a very useidtage for British railway
networks

1 Rolling stock type is Class 377, a common Bedistiric multipleunit
train (EMU) from Bombardier, 4 or 5 cars, witmaximum speed o
160 km/h, a car length of 20.4 m, and a power of 800k¥200 kW
with power supply by contact shoe.
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Use Case 2 Statiming 1 The Eurotunnel site on the French site is composed of several ra

and maintenance buildings whiclkcomposes the French terminal:

facilities o Depot: will concern the management of the energy consumptio
the infrastructure and of the rolling stogk

o Maintenance facilities: will concern the management of the ene
consumption of the infrastructure and of the rolgj stock, and the
lighting;

o Terminals for loading and unloading vehicles on the trains:
concern the management of the energy consumption of
infrastructure and of the rolling stock, and the lighting

o Railway Passenger building: will concern tghkting and the HVAC

1 Power supply of the electrical infrastructure is 25 kV AC, and
buildings are supplied with high voltage, converted to common su
voltage for the lighting and the HVAC

1 Rolling stock used on this field, which are passengertlgisufor cars
and buses and truekhuttles for the lorries are coupled with the san
electrical locomotives, which a power of 5.6 MW for the oldest eng
and 7 MW for the updated ones.

Use Case 8 9 It concerns a 50.4%ilometre rail tunnel linking United Kingdom wit
Infrastructure Monitoring northern France, composed of two tracks. Maximum train speed is
km/h;

1 Power supply of the infrastructure is 25 kV AC. In normal situation
power supply substation coming from France is sufficient.
1 The Eurotanel is operated with 4 different types of trains:
0 Truck shuttles (Eurotunnel rolling stogk)
0 Passenger Shuttles (Eurotunnel rolling stock)
o Eurostar trains: two kinds of trains are running:
A TGV TMST with a maximum power of 12 RW)
A Eurostar €320 with a maximum power of 16 000
o Freight trains: many kinds of trains, circulating in the nigépecific
periods.
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This chaptemprovidesa high level view othe integrated communication platform that will be used to
support the experimentation activities of the IN2DREAMS project. This infrastructure relies on the
integration of anoptical networksolution with aheterogeneousvireless access network based on LTE, WiFi
and LiFi technologies. An architectural framework inspired by the ETSI NFV/SDN referencé3inodel
enables control and management of this highly heteragmrs environment and facilitates exnd-end
service orchestration with guaranteed Quality of ServReeliminary theoretical studies and simulation
results indicate that through tight integration of all networks, traditional technology barriers that pteve

the deployment of cloud computing services in railway environments can be alleviated leading to significant
improvements in terms of throughput, data density and energy efficiency.

3.1 ODM platforms in support of future railway systems

Information and Commnication Technology (ICT) platforms for future railway systems are expected to
support a wide range of applications with highly variable performance attributes covering both operational
and enduser service requirements. These platforms are expected fier services ranging from delay
sensitive video to infotainment services, and from best effort applications to-tdfiable ones such as
M2M (Machineto-Machine) communications. An important consideration in the design of these platform
is the very highmobility of train transportation systems beyond 2020 that in many cases may exceed 500
km/h. In addition to high mobility scenarios, connectivity for zero to low mobility cases (interconnecting
devices at stations and substations) must be also supportaderOapplications, such as remote
maintenance of rolling stock and remote processing will have central role in future railway plagidtms

In response to these challengd®2DREAMS relies an advanced communication pfatm enabling
connectivity between a variety of monitoring devices and computational resources through a
heterogeneous network infrastructure. The connectivity, coordination and collaboration required is
provided, on an ormdemand basis in accordance to tloboud computing paradigm. To enable this
opportunity there is a need for interconnecting ground infrastructures anebaard systems with the
Operations ad Control CentrdOCC), where thBata Centre¢DCs) are hosted, through a heterogeneous
network integrating wired and wireless network technologies. In this environment, optical network
solutions can be deployed to interconnect distributed DCs, as they provide abundant capacity, long reach
transmission capabilities, carrigrade attributes and energyfficiency. At the same time, spectrum
efficient wireless network technologies such as L-oegn Evolution (LTE) and WiFi can be effectively used
to provide connectivity services to a large pool of mobile users anelenites.

To address capacity limitatis and higkspeed mobility requirements of future railway systems, the
communication platform will be managed through a flexible control plane offering the ability to create
infrastructure slices over the heterogeneous network. Through this approachayedlystem operators will

be able to instantiate and operate several virtual infrastructures enabling {teuléincy, supporting jointly
energy and telecom services. This will allow operational aneused services (e.g., Communications Based
Train ControlCBTC, Voice and data between central Command & Control and driver/cabin, streaming of
surveillance video inside train and along railway infrastructure, monitoring of infrastructure devices, fleet
management etc.,) currently provided through multiple teology-specific communication networks to be
multiplexed over common infrastructures providing significant benefits in terms of cost and energy
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efficiency. The relevant benefits will be discussed and quantified using a purposely developed optimization
tool.

3.2 Scenario Description and Key Technology Components

We consider a network infrastructure that relies on a set of optical and wireless network technologies to
interconnect a variety of endevices and compute resources. Through this approach, data obt&imed
various sources (monitoring devices, users and social media) can be dynamically andnmerdakcted

to the Operationsand Control CentrOCC) for processing.

The wireless domain of this infrastructure comprises cellular WiFi, LiFi and LTElagas for the on

board and orboard to trackside communicationkigurel). These exhibit a high degree of heterogeneity

[2]] as they differ both in terms of operational and performance parameterduding spectrum use;
antenna characteristics, physical layer encoding, sharing of the available spectrum by multiple users as well
as maximum bit rate and reach. LTE is among the prime wireless access cellular technologies in 4G networks
as it offers alteoretical net bitrate capacity of up to 100 Mbps per maegell in the downlink and 50 Mbps

per macrecell in the uplink if a 20 MHz channel is used. These data rates can be further increased through
Multiple-Input Multiple-Output (MIMO) technology. Athe same time, LTE can provide improved Quality

of Service (QoS) characteristics such as low packet transmission delays, fast and seamless handovers
supporting high speed vehicular communications scenarios and operation with different bandwidth
allocations.

In LTE systemsabeband signal processing functionalities are performed byBidme Band UnittBBUS)

that are either celocated with the antennd&Radio HeadéRHs) or located remotely exploiting the concept

of CloudRAN (€RAN)[7]. RHsare connected to the BBUs through high bandwidth links knowRrast

Haul (FH). €RAN is expected to bring significant benefits in high mobility scenarios as it enables fast
coordination and grouping of several cells forming sugals withmuch larger size. To quantify the
benefits of centralization in high mobility scenarios, let us consider the case where eNBs are placed 1.2 km
apart. For a fast moving objects (i.e. trains) with a speed of 300km/h, handovers will be performed every
7s, leaing to overutilization of network resourcg4][5]. However, by clustering several eNBs together
handover frequency can be radically reduced.
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Figure 1. Converged Heterogeneous Network and Compute Infrastructures supporting railway
services: Use case where data are collected from various devices (1) are transmitted over a 5G
network (2) to the cloud based data management platform (3)

To support the transport network regq@iments associated with-BAN in railway environment, we propose
the adoption of an optical transport solution offering high capacity and advanced features including
dynamic bandwidth allocation both in the time and frequency domfgh Given the technology
heterogeneity of the proposed infrastructures, a critical function is interfacing between technology
domains including isolation of flows, flexible scheduling schemes QoS differentiation mechanisms and
mapping of different @S classes across different domains. This can be achieved adopting flexible hardware
functions that allow hardware repurposing through concepts such as hardware programmability. Hardware
programmability can potentially enable dynamic and on demand shafingsources guaranteeing also
the required levels of isolation and security. In this context, programmable Network Interface Controllers
that are commonly used to bridge different technology domains at the data plane can play a key role. These
controllershave a unique ability to provide hardware level performance exploiting software flexibility and
can offer not only network processing functions but also hardware support for a wide variety of
communication protocols and mechanisnfi8]. To enhance spectral efficiency, macealls can be
complemented with small cells as they allow higher rates of frequency reuse over carefully designed
geographical areas with easy access to the network backbone. In addition to small cellshgiwaiFi
networks are readily available in almost every public or private area and are easy to install and manage,
significant benefits are expected by the joint consideration of WiFi and LTE systems. Additionally, the small
cell concept can easily be extded to Visible Light Communications to overcome the high interference
generated by the close reuse of radio frequency spectrum in heterogeneous networks. A network with
multiple optical Access Points is referred to as an attocell nety}fkO]. Since this operates in the visible
light spectrum, the optical attocells do not interfere with any RF network. Therefore, the optical attocell
layer adds data transmission capacity and enhances coveragle wkisting RF networks are not
detrimentally affected.
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3.3 Control and Management of the Integrated ICT Solution

As already discussed the propoded platformKigurel) exhibits a large degree of heterogeneity in terms

of techrologies. To address the challenge of managing and operating this type of complex heterogeneous
infrastructure, we propose the integration of the Software Defined Networking (SDN) and Network
Function Virtualization (NFV) approaches. In SDN, the controd idadecoupled from the data plane and

is managed by a logically centralized controller that has a holistic view of the network [ETSI 2014]. In early
SDN deployments the data plane implementations only supported packet forwarding related
functionalities.However, the advent of new high performing technologies such as LiFi and dynamic optical
railway network solutions necessitate the execution of much more complex networking functions such as
scheduling, network monitoring and management, resource virtatidin, isolation etc. In response to this,

SDN controlled programmable hardware infrastructures can now effectively support implementation of
these functionalities using high level programming languages. At the same time, NFV enables the execution
of network functions on compute resources by leveraging software virtualization techniques [ETSI 2015].
Through joint SDN and NFV consideration, significant benefits can be achieved, associated with flexible,
dynamic and efficient use of the infrastructure resoes, simplification of the infrastructure and its
management, increased scalability and sustainability as well as provisioning of orchestratedesmt
services.
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Figure 2: a) Example of an SDN/NFV-based control and management framework for
Heterogeneous Network and Compute Infrastructures, b) Service chaining over heterogeneous
network infrastructures supporting loT services 1) IoT data stream over C-RAN, 2) loT data
stream over LTE, 3) loT data stream over LiFi/WiFi

Examples bfeatures that enable these benefits include the option to virtualize the separate control plane,
using NFV and deploy Virtual Network Functions (VNFs). These are controlled by the SDN controller, to
allow on demand resource allocation, able to suppomaiyically changing workloads [ETSI 2015]. SDN
network elements can be treated as VNFs, since they can be implemented as software running orn general
purpose platforms in virtualized environments. Both SDN and$IDN models can be supported by SDN
network dements. On the other hand, network applications can include SDN controller functions, or
interact with SDN controllers and can themselves provide VNFs. Network elements controlled by SDN
controllers can also provide Physical Network Functions (PNFsyice&s@haining (SC), combining and

IN2D-WP2-D-RCI-001-03

Pagel5

09/07/2018



2DOREAMS @

Contract No. 777596

orchestrating physical and virtual network functions to support ém@&nd service provisioning over
heterogeneous environments, is considered to be one possible network application.

A typical example of an SDN /NFV aedtural framework is illustrated iError! Reference source not
found. (a). It is observed thaNetwork Function Virtualization InfrastructurésFVI) comprising LiFi and

WiFi components together with traditional nenrtualized physical infrastructure®.¢. LTE deploying
RRHs) are intezonnected with the pool of computing resources, through SDN based optical network
domains. Each WiFi/LiFi administration domain may host multiple SDN data plane elements and expose its
own virtualised resources through &DN controller to the upper layer SDN controllers. In our case the
upper layer as illustrated icrror! Reference source not founda) refers to the optical layer. The
hierarchical SDN controller approach adopted can assist in improving network perfograad scalability

as well as limit reliability issu¢l] . In the proposed architecture, the top network controller will manage
network resource abstractions exposed by the lower level controllers that are responsible agmtre
associated network elements. Orchestration of both computation resources necessary to support the loT
use case and network resources is performed by the NFV Orchestrator and can be used for the support of
multi-tenant chains, facilitating virtuahfrastructure provider operational models. It is also responsible to
interact with third party or legacy resources and support systems (OSS).

3.4 Modeling and Optimization

To address the great diversity of requirements introduced by the upcoming servicesshedfective and
energy efficient manner, optimal resource assignment considering the unique application and device
characteristics is needed. In achieving this goal, the development of intelligent optimization algorithms
considering different Key Perimance Indicators (i.e. capacity, latency, energy consumption) for all
physical and virtual network providers can play a key role. In the SDN/NFV architecture sHemrlin
Reference source not foundthis process is located at the management and ortthéen layer, offering

to network service providers suitable tools that can assist in performing a broad range of tasks, including
[11]:

9 activities related to service chain management, able to Create/Delete/Update networdkn8@s
set of other relevant network functions

1 management of SCs considering virtual and/or physical resources and definition of traffic rules to
dictate the selection of the optimal chain out of a set of possible chains

9 scalein/out functionalities suctas the, ability to bring up/down multiple network functions on an
on-demand basis

1 traffic offloading from one forwarding entity to another

9 unified orchestration of compute and network elements

1 service orchestration with legacy or third party Operatiaport System (OSS)

The combination of these tools facilitates the support of any mix of services, use cases and applications and
can assist in addressing both technical and business challenges anticipated to arise in future network
infrastructures. A spdfic use case that can be used to highlight the role of these tools is the provisioning
IoT Services in railway environments, deploying a heterogeneous network infrastructure. Though this
approach, scalability issues raised in the current railway OCE€nsystan be addressed by offloading
intensive tasks (or accessing hosted content) to data management platforms hosted in the cloud.
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To provide clousbased IoT services, the orchestrator instantiates different type of VNFs that are deployed
and chained togener, each having specific processing and bandwidth requirements. Based on the type of
wireless access technology (i.e., RRH, eNB, WiFi, LiFi) used to forward data from sensing de¥@oa# (End

A inError! Reference source not foundb)) to the opticaltransport and the DCs where the Open Data
Management (ODM) platform is hosted, multiple candidate service chains can be created. To realize each
SC, sufficient network bandwidth and processing capacity must be allocated, corresponding to specific
physicakesources, for the interconnection and deployment of VNFs. VNFs are then processed in the order
defined by the corresponding SC. For example, SExxon! Reference source not foun¢h) illustrates the

case of traffic forwarding to remote DCs over théHRRT 0 realize this, wireless signals received by the RRHs
are forwarded over an optical transport network to the BBU pool and then to the DC location. Flow
conservation as well as mapping and aggregatiorddgregation of traffic between different domains
should be also satisfied.

Apart from network and capacity constraints, ettdend delay is an important Key Performance Indicator

that needs to be also considered in the analysis. In highly loaded heterogeneous networs-egratidelay

can be greatlyrifluenced by queuing delays associated with the interfaces. Therefore, applying specific
gueuing policies and scheduling strategies at these locations is very important. Significant delay benefits
can be achieved by instantiating the necessary network tions and reserving the required
virtual/physical resources. Exid-end delay can be mathematically modelled through queuing models and

the adoption of closed form approximations derived by modeling the different network domains as open,
closed and/or mixd queuing networks. An example is illustrated in Figure 3 (c) where a-tlmesnsional

Markov chain is adopted to model the three wireless access technology domains i.e. LTE, LiFi and WiFi. Eacl
dimension of the Markov chains corresponds to a differeritiaiized wireless access domain with its state

space defined as §,j, kAU A KL Z 2 XWX {1 XKYYZ gKSNBE A2 FyR 1 O2NNB:3
the LTE, LiFi and WiFi dimension respectively and (i,j,k) is a feasible state in S. NoleatithKl correspond

to the maximum set of resources that can be allocated to a specific provider. A key characteristic of the
proposed scheme is that it allows modeling of traffic offloading decisions from one entity to another (i.e.
LiFi to WiFi or LTEBs well as modeling of the arrival of a new service request by modifying the
O2NNBaLRyRAYy3I aidlidS AdSd 0AzZ2Z|10MAbMI2I|0 6KSY
The steady state probabilities of the Markov process can be detexiim a unique way using the well

known matrixgeometric solution techniques and the corresponding service delay can be determined.

Markov chain models can be effectively used to evaluate the performance of domains where statistical
independence betweenravals and services exists. Therefore, they can be applied to describe scenarios
where virtual resources are realized through isolated physical resources such as different channels,
spectrum, wavelengths etc. However, these models cannot be extendedckmaégy domains where
common buffers are shared among multiple virtual flows. A typical example for this exception applies to
the edge nodes of the optical domain where common FIFO queues can be traversed by several virtual flows.
A solution to this proldm is to adopt the concept dfirtual Output QueuegvVOQ) that can achieve traffic
isolation among flows, providing at the same time flavel bandwidth provisioning with strict delay
guarantees (see Figure 2 ¢)2] . It shauld be noted that VOQ do not refer to physical entities, but
correspond to pointers pointing to specific packets of the physical queues. In practice, they can be
implemented in programmable hardware through the development of appropriate flow scheduling
algorithms whereas centralized control can be implemented in Openflow.
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3.5 Mobility considerations

An additional consideration to be taken into account during the operation of this type of infrastructures is
train mobility. To handle mobility, redundant physicedsources should be reserved to support
uninterrupted service chaining. The amount of redundant resources increases with the speedusfeznd
mobility, the size of the wireless cells (mobile users associated with small cells will exhibit very frequent
handovers) and the traffic model adopted. Based on their technical characteristics, the wireless access
technologies adopted in this work, can address-esdr mobility with different levels of effectiveness. E.g.

LiFi providing high capacity levels is magtable for indoor environments with limited eagser mobility,
whereas WiFi and LTE can support lower capacities but higher mobility levels, with LTE being the most
suitable technology for high speed vehicular communications. To maximize the benefiidgardy the
available technologies users with low mobility are offloaded to the LiFi domain releasing WiFi and LTE
resources for mobile users. It is clear that, seamless handovers for a mobile user can be 100% guaranteed
only if the required amount of remirces is reserved for all itseighbouringcells. However, to limit
overprovisioning of resources, a more practical approach is to relate the reserved resources in the
neighbouringcells with the handover probabilities across LiFi and LTE cells anderesspecific set of
resources for handover purposes.

Similarly to the static cases described above, adimeensional Markov chain can be adopted to evaluate

the performance of the virtualized wireless access network under mobility where two additional
dimensions have been introduced to model handovers across WiFi and LTE. Given that users are much more
sensitive to call dropping than call blocking a percentage of the virtualized resources is reserved for
handovers. Thus, new service requests can useuress up to a specific threshold above which new
requests are dropped. On the other hand, mobile users are dropped when all resources are already in use.

Ly GKAa OF&asS Fftaz2z | Oft2&aSR FT2N¥Y I LIIINBEAYSNgA2Y
dimensional reduction techniques. The redundant resource requirement imposed for mobility purposes
propagates also from the wireless access domain to the optical network and compute domains as depicted
in Figue 3 ¢).
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Figure 3: Modeling queuing delays in converged network environments a) three-dimensional
Markov chain for estimating delays in virtualized wireless access network with traffic offloading
capabilities from one forwarding entity to another b) five-dimensional Markov chain modeling
mobility, c) End-to-end model as a network of queues

Taking into account the above considerations, a rrabifective optimization problem can be formulated
that optimizes the performance of the converged netwarld computation infrastructure considering also
the battery lifetime of the sensing devices under delay and mobility constraints. The description of a similar
multi-objective optimization framework can be found[8] [Tzanaka&i et al 2015].

The output of this optimization problem can drive the selection of the optimal SC out of set of multiple
chains. In addition, it can identify possible locations where VNFs or PNFs can be placed as well as the optimal
wireless access techtmgy that should be used.
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3.6 Performance EvaluationSimulation Environment and Parameters
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Figure 4: Bristol is Open Network Topology

The proposed framework is evaluated using the infrastructure topology, illustratdéigure 4. This
infrastructure covers a 10x10 km2 area over which 50 RRH units are uniformly distributed and comprises a
set of optical edge nodes in the optical segment, and optical gonpint links for fronthauling the RRHSs.

The optical network technology adopted deploys a single fiber per link, 4 wavelengths per fibre, wavelength
channels of 10 Gbps each, minimum bandwidth granularity of 100 Mbps and maximum link capacity of 40
Gbps. The power consumption model for the opticaties is provided if8]. Furthermore, a 2x2 MIMO
transmission with adaptive rank 10 MHz bandwidth adjustment has been considered, while background
network traffic over the serviced area according to real datasets reportEtin

The railwayrelated network traffic is generated by a set of sensing devices installed beboand and at

the trackside. This traffic needs to be transferred at the servers where the ODM platform is located and
procesed by a specific set of computing resources. The power consumption of each device when
information is transmitted over the LTE is 0.3W and 1.3W under idle and transmission/reception mode,
respectively. The whole area is also covered by a set of WiFi gaietssoffering 135 Mbps capacity having
power consumption 1.28 W during data transmission, 0.94 W during data reception, 0.82 W under idle
mode and 64 mW under sleep mode. In addition to this, a set of LiFi access points providing indoor coverage
offering 300 Mbps data rate with 0.66 W power consumption under 200 Ix light intensity is considered.
Finally, each DC has a processing capacity of 80 Giga IPS and its power consumption followsiitee step
power consumption modgl7]2015]. The objective of the optimization framework is to identify the optimal
SCs in order to jointly optimize the performance of converged network and computation infrastructure as
well as the battery lifetime of the sensing devices. The former can lhiead by identifying the optimal
routing paths and the location of the DCs where demands need to be processed, whereas the latter by
ensuring that all sensing devices will forward their traffic through the optimal wireless access network
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technology. Throgh the appropriate selection of the optimal wireless access technology (WiFi, LiFi, LTE),
sensing devices will try to prolong their battery lifetime without violating QoS specifications.
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Figure 5: Impact of network integration on end-to-end service delay and sensing device power
consumption (compute-to-network ratio= 0.03)
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Figure 6: Impact of mobility on end-to-end service delay and device power consumption for

Wireless Access Technologies (a&2=10)

o

To ahieve this, the Networko-compute resources and the CGadkmobility [Fang 2002] ratios are
introduced to capture the communication cost and the average speed of the sensing devices, respectively.
The former is used to capture the relation between congtiginal and network bandwidth requirements,

while the latter is defined as the fraction of the service holding time over the cell residence time. From
Figure 5 it is observed that with the increase of the network load both thetesmhd service delay arttie

power consumption of the mobile devices is increased. However, for higher degree of network convergence
we are able to drastically reduce the service delay and the power consumed by the mobile devices.

As also discussed in [Tzanakaki 2013], when ol high (lower callo-mobility factor), additional
resources are required to support the seamless handovers in the wireless access domain. This additional
resource requirement also propagates in the optical railway network and the DC domain in@medesure
availability of resources in all domains involved (wireless access and backhauling, optical railway network,
and DCs) to support the requested services and enable effectively seamless and transpasentend
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connectivity between sensors and tlemmputing resources. This leads to underutilization of network
resources and therefore increased delays. The present approach, through the higher degree of
consolidation and the better utilization of the network resources it offers, can handle high degfee
mobility and also support services with significant communication requirements in a very efficient manner
(Figure6).

3.7 OpticalWirelessCommunicationsSystems

During the last few years, Free Space Optics (FSO) technolagydisaé solution for modern networks
desiring maximum signal/data security and speed and can fully cover modern communication network
requirements between train busses and train stations. An FSO system is a point to point technology that
uses a laser beathrough the air to send data and offers full duplex 2.5Gbps Gigabit Ethernet throughput.
The main advantages of such technology is the high data rates they can achieve and the low installation
and operational cost. Furthermore, FSO systems are licensedrg®y are ideal for locations where radio
interference and congestion make installation of radio frequency alternatives impossible. Their successful
presence in demanding applications and networks such as High Frequency Stock Trading-éme real
Military Theater of Operations, can guarantee high performance, reliability and security for train network
applications. Although such systems where used for fixed transmitters and receivers, due to modern
tracking techniques they can also be used between rmedbéinsceivers, so links between train busses and
train stations or even between trains can be deployed. So the FSO systems will provide communication
network with high performance, availability and security that will meet the modern and future
requiremens of communications.

3.7.1 Technical Specifications

FSO systems use low power laser beams up to 200mW for distances up to 5km depending on the
atmospheric conditions of the area. More specifically a typical FSO system can deploy links of ~5km with
attenuation 3d/km, ~1.5km at 10dB/km and ~1km at 17dB/km.

The wavelengths that are usually used by FSO links are 1550nm and 850nm. Such wavelengths have the
advantage of relatively low absorption due to atmosphere and the same wavelengths are also used in
optical fibe communications so it is easy to match an FSO link with an optical fiber link without converting
the wavelength of the signal. The beamwidth at the receiver is not more that 1m, so multiple laser beam
can be used in a small area. This narrow beamwidtrstiigh security as it is difficult to intervene to the

beam without distorting it and at the same time being perceived. Such system also offers very low latency,
less than 20ns. The power consumption of a typical FSO system is less than 50W and such a lo
consumption is vital for mobile communications such as train communications. The operating temperature

is between-40°C and 70 °C, so they can be applied in almost every European city.

Table 2: Technical parameter values of an FSO system

Technical parameters Typical Values
Wavelength 1550nm / 850nm
Beam Power ~200mwW
Latency <20ns
Power Consumption <50Watts
Page22
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Technical parameters Typical Values
Operating Temperature -40°C and 70 °C
Bit Error Rate (BER) <10%°

FSO systems have multi protocol support and are cdiijgawith IEEE 1588recision Time Protoc@PtP).

Another important feature of FSO systems is the clock and data recovery (CDR) for daisy chaining and also
offer cascadable baelo-back operation for extended links. A typical FSO system uses the potocol
presented in theTable3.

Table 3: Protocols used by FSO systems

Protocol Data Rate
Fast Ethernet 125Mbps, full duplex
OG3/STM1 155 Mbps, full duplex
Gigabit Ethernet 1.25 Ghps, full duplex
OCG12/STM-4 622 Mbps, full duplex

The element management and control, contains a network or USB management interface and modern
systems also contain an embedded SNMP card. The software that is installed with the FSO system can
monitor and in some cases controlitical parameters such as received signal strength, power supply
voltages, laser currents, power and temperatures, clock recovery/sync status and network interface signal
status.

So, the railway network from Redhill to Leigh (26Km) can be fully covemeglnoughly 10 FSO transceivers.
These FSO systems can be placed in the train stations between Redhill and Leigh (Nutfield, Godstone,
Edenbridge, Penshurst). As long as the distance between the stations is more than 5km, more FSO
transceivers or relay nas can be placed between these stations, applying a +haftitechnique. At the

same time, an FSO system installed on the train may communicate with the fixed FSO transceivers using
tracking techniques. The communication between the train and the statande deployed using modern
pointing, acquisition and tracking (PAT) techniques. Such sg$tave already been developed for mobile

C{h O2YYdzyAOlIGA2yad IyR O2yairada 2F 2LIAOIfkSt SOI
sensor using driveictuators, closed loop control subsystems that maintain the pointing accuracy by
maintaining the best receiving power and geometric mapping systems that provide an accurate mapping
between sensor and actuator frame. More precisely, a coarse pointing mechausing agile two axis
gimbals and a high performance fine pointing mechanism are used. The synchronization between the
coarse pointing mechanism and the fine pointing mechanism improves the tracking accuracy by using
predictive control based on the lematics and dynamics for the system components. Such systems have
low cost and complexity and have already succeed good performance with BER lower-ii8at 10

This FSO network will provide fast, reliable and secure data flow between all the train statidrfie
trains.
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Figure 7: Communication coverage of railway network between Redhill and Leigh using FSO
systems
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penetrate. Solte communication may be interrupted without using multiple antennas in the tunnel. Optical
communications may solve this problem by using the already existing tunnel lighting as visible light
communication (VLC) transceivers communicating with the respelitjhts of the train. So in a long tunnel

there is no need for placing FSO transceivers inside, only in the entrance and in the exit, creating a cascaded
FSOVLC system. The signal conversion between the FSO and the VLC system has low complexity and dela
Furthermore, the optical signal of the FSO transceiver can be easily converted to drive internal WiFi or LiFi
systems of the train. So when the train passes through tunnels there will be no reduction of the quality of
service if the FSO transceiver laged in the tunnel.

3.7.2 Advantages
High Performance, reliability and availability

FSO systems are already commercially used for sending up to 1.25Gbps of data, voice and video
simultaneously through the air and in the near future will be capable of spafetl¥Gbps using/avelength

Division MultipleXWDM), a widely used multiplex technique in optical communications. OFDM can also be
used, a technique with high impact in communications. FSO systems can cover distances up to 4Km
maintaining the high performace. This distance can be extended in case of use of either amplify and
forward (AF) or decode and forward (DF), relays. Due to the high bit rate they can achieve it is easily feasible
to reduce it for increased availability in case external factor degtlaglejuality of the channel. Concerning

the availability of an FSO system, they are able to reach the five 9's (99.999%).

Low Cost

Another important factor of FSO systems is the very low cost that offers fast and high return of investment
(ROI). The low &b is also resulting from the low power that needs, up to a 100mW for a distance of 3Km
providing high performance and reliability. Furthermore FSO technology is spectrum license free and can
be deployed behind windows, eliminating the need for costlyftam rights. The cost for an FSO system
(transmitterNBE OSA @SND Aa 0SG6SSYy mnodnnne 'YyR HpdPnnne ®

High security

The installation of an FSO system in a railway network will offer high level of communication security. Due
to the narrow beamwidth of the laser laen, the intruder will have to expose himself or his equipment in
order to intercept a portion of the transmitted power without bringing down the link. Furthermore, if an
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amount of the signal power is intercepted, the power at the receiver will significami@nge of will be
distorted. The most vulnerable area of potential interception in an FSO system is behind the transceiver.
Because the incident beam of light has a larger esession that the lens of the receiver, the laser beam
continuous to propaga behind is for some distance. An intruder could conceivably mount an unauthorized
receiver in this area. This way can be solved by placing a blocking shield behind the transceiver. Except of
high level security of the physical layer, FSO systesasspedl encryption schemeas the Fastlane KG

189, Taclane k@&5/175 (NSA Type 1) and all the AES and Triple DES encryption systems.

3.7.3 Challenges and enhancement techniques

The primary challenge to FSO based communications is dense fog due to the size of eydéts.drain

and snow have little effect of FSO technology. A solution to counter fog when deploying FSO systems is to
install relay nodes between the transmitter and the receiver, known as multihop technique. These relay
nodes can be AF nodes or DF. AErefa simple and low delay solution while DF nodes are more effective
and reliable. FSO installations in extremely foggy cities such as San Francisco have successfully achieve
carrierclass reliability.

Another factor that degrades the performance of BBO system is the misalignment due to building sway.
The movement of buildings can upset receiver and transmitter alignment. A solution is the use of divergent
beam to maintain connectivity. When combined with tracking, multiple beam FSO systems prcatide ev
greater performance and enhanced installation simplicity.

Finally, turbulence is another factor that affects the reliability and availability of the system. Heated air
rising from the earth or mamade devices such as heating ducts, create temperatuie @ressure
variations among different air pockets. This causes fluctuations in signal irradiance at the receiver, the so
called scintillation effect that creates a fading channel. Such fluctuations are very fast and intense and can't
be predicted. So theetically this phenomenon is investigated statistically. In order to reduce the impact
of turbulence, the signal can be sent multiple times, a technique known as diversity The most of the times,
diversity is realizing in space, in time or in wavelengtthérspatial diversity scheme, the FSO system uses
multiple transmitters and/or receivers at different places that send and receive copies of the same signal,
resulting to a decreased probability of error. In time diversity schemes, there is only onenittansg
receiver pair, but each piece of the information signal is retransmitted at different time slots. Finally, the
wavelength diversity system, uses a composite transmitter and the signal is transmitted at the same time
at different wavelengths towarsla number of wavelengtbelected receivers.

A technique that can always be used in order to enhance the performance of an FSO system-i8SQFDM
Transmission Link Incorporating OSSB and OTSB Schemes. By introducing the OFDM scheme, an effort h:
been mae to probe the impact of the environment conditions and to design a high speed and long reach
FSO system free from fading. It is concluded that hybrid OFB® system performs better in diverse
channel conditions and upon comparing both OSSB and OTSBesc@®S8B performs better than OTSB at

high data rate as it has more immunity against fading due to weather conditions.

Another enhancing technique is the SAC OCDMA Based FSO System. Spectral Amplitude Coding Optici
Code Division Multiple Access technigsi@ised in FSO system by the researchers. This multiplexing scheme
has several advantages like flexibility of channel allocation, asynchronously operative ability, privacy
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enhancement, and network capacity increment. KS (Khe&geil) codes are used with[Sdpectral Direct
Decoding technique. An optical external modulator (OEM) is used to modulate the code sequence with
data. The data is an independent unipolar digital signal. Mzettmder Modulator (MZM) is used and
combination of modulated code sequersces transmitted through the FSO link and these sequences are
separated by an optical splitter at the receiver end. The overlapping chips are discarded to avoid the
interference at receiver end and decoder will only filter the rawerlapping chips. Optithand pass filters

serve the purpose of encoders and decodert.ov Pass FiltdiLPF) is used to recover the original data.
The performance of this system with SDD techniquanialysedalong with FSO system using intensity
modulation with direct detectin technique. SDD technique performs better and the link distance is
increased.

Table 4: Performance of a commercial FSO system

Weather Data Rate Link Distance
Clear 2Gbps 10km
5Gbps 6km
Low Haze 2Gbps 5.4km
5Gbps 3.4km
Low fog 2Gbps 1.35km
5Gbps 1km

Another factor the decreases the performance of an FSO system is the optical noise of the sunlight at the
NBEOSAOPSNDaA AylLlzi GKIFIG RSGSNA2NI GSa GKS aAiadaylrt iz
that increases the noise of an FSO system is the background optical noise with the main source being the
sunlight radiation that is difficult to be avoided. A robust technique for reducing the effect of background
noise is the application of optical filters &S NB OSA GSND&a LIK2G2RA2RS Ay 2N
range received that is not used for data transmission. The SNR improvement, due to the VO2 optical
oF yRLI a8&a FAEGSNE KFa FtNBFIR& 0SSy Saidavrefl&tling G KS 2
unwanted wavelengths. In comparison to interference filters, VO2 is a simple layer and this makes
fabrication of VO2 filter simpler and economically viable.

3.7.4 Safety
Safety in FSO systems can be a concern because the technology uses ldsansrfussion. The proper
use and safety of lasers have been discussed for more than 3 decades. The major concestirveie
exposure to light beams so strict international standards have been set for safety. Nowadays all lasers of
FSO systems are €%a1M that are safe for the naked eye. Furthermore all FSO systems comply with the
following standards:

International Laser Standard IEC 6082A2:2001,
European Standard EN 6082672:2000,DIN VDE 083A/2;
IEC/EN 60823:1998

DIN V VDE V 08371999

US user Standard ANSI Z 136.1, CDRH 21DRF

= =4 —a —a A
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3.7.5 Experimental Data

A commercial FSO system has been installed for research purposes in the city of Piraeus. The link distance
is 3Km and the technical specifications are presentedable5.

Table 5: Technical Specifications of FSO system

Parameter Values
Data Protocol Fast Ethernet, ATM, STM1, OC3, SMPTE
Distance 3km
Wavelength 830-860nm
Maximum Bit Rate 100Mbps
Output Power <150mW- 3 Laser beams
Receiveritld of view 2mrad
Sensitivity -46dBm

AAAAA

¢KS NBadzZ 6a 2F GKS RFEGF GKFG 6SNBE 02ttt SOGSR F2NJ
remains high even in bad weather conditions (rain, haze). At the same time, the experimental data have
verified many theoretical models used for channel modeling on various turbulence conditions, so the use
of such theoretical models are accurate and robust in order to design an operational network.

3.8 Deploying the ODM platform in 5G

3.8.1 Introduction

Machine to Machie (M2M) communications and Internet ofhihgs (IoT) have resulted in tremendous
growth of globally generated data which according to the International Data Corporation is expected to
exceed 163 zettabytes/year by 20pg. Once analysed, this massive amount of data, generated by billions

of connected devices ranging from smart devices and autonomous vehicles to remote sensors, can assist
infrastructure providers, a variety of vertical industries, policy makedsthe public to derive new insights

YR AYLINR @GS a20ASGeQa ljdzr £t AG& 2 F-speedl/®Blabenqy Dierded 4 G SV
connectivity as well as easy access to storage and processing resources, can enable massive 10T to a broa
spectrum of vertical industrief37].

To achieve this, 5G networks rely on a set of hardware, software and architectural innovations. These
include: i) the concept of Cloud Radio Access NetwoFKAR) that allowa heterogeneous set of densified
Remote Units (RUs) to offload their signal processing related functions to a Central Unit AN. C
provides significant benefits in improving wireless access network scalability, controllability, agility and
flexibility, i) a high capacity transport network to offer connectivity between the RUs and the CU for the
support of the fronthaul (FH) services required byR&N, integrating advanced wireless and optical
network elements , iii) a set of compute resources resjdador the processing of operational data and

the provisioning of realfime data analytics, and iv) an intelligent control plane enabling precise network
resource allocation and data forwarding to the appropriate processing platforms. In this conteésalopt
networking plays a key role in supporting the demanding transport network requirements in terms of
capacity, delay and flexibility. A typical example of a 5G network exploiting a flexible optical transport
solution to provide 10T services for vertigadlustries is the use case of railwsystems. More specifically
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Figure8 illustrates a specific use case developed in the context of the In2Dreams g@f¢cin this rail
use casedata collected from various devices installedtmrard and at the track side of the rolling stock (1)
are transmitted over a muHiechnology network (2) operating in accordance to thRAN paradigm (3) to
the cloudbasedData Management PlatfornffDMP) 4) that is responsible to perform data collection,
storage and processing.

In this environment it is very important to identify the optimal assignment of each task to the appropriate
processing platform as this decision is expected to give significacieetfy gains. In the case of IOT over
pD>X (KA& RSOAaAA2Yy Aa ftAY1SR (2 (GKS LXIFOSYSyid 27
control server and database manager) to suitable processing units. In current deployments, this is
performed without taking into consideration the details and specificities of the individual processing
functions of BBUs and IoT servigd8], [40] which can provide signifimt efficiency gain$41]. To take
advantage of the appropriate mapping of processing functions to suitable available compute resources that
can be hosted abata CentregDCs) we rely on the concept of computsource disaggregation. This
approach allows individual allocation of processing functions, associated with a specific FH -and 0T
Backhaul (BH) services, to different servers depending on the nature and volume of their processing
requirements. To quantifithe benefits of the proposed approach we have performed experiments
analysing the processing requirements of, i) a typical BBU for an LTE system using an open source suite fot
benchmarking wireless systems (WiBendR2] and, ii) an IOT platform using an actual DMP system support
the experimental smart metering campaign of ti Dreamsproject[38].
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Figure 8: IOT services over 5G supporting verticals: data collected from sensing devices (1) are
transmitted over a multi-technology network (2) operating in accordance to the C-RAN
paradigm (3) to the cloud-based data management platform (4) that is responsible for data
collection, storage and processing
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Figure 9: Instructions per second under various data rate for the following main contributing
functions a)Equalizer, b) Demodulation, c¢) Rate Matcher, d) Turbo Decoder, e) Total BBU
Instructions, f) DMP components

In addition a Multistage Integer Linear Programming (ILP) modelling framework was developed to assign
the construction elements of the nested FH/KBH chain to suitable servers available at the DC. The output
of our experiments was used as a realistic input to iR model to evaluate the energy consumption
requirements of the compute resources for the proposed approach where anfiad BBU$42] and IOT

DMP are placed within the DCs (referred to asI®W). As the prapsed approach is based on the concept

of disaggregation we refer to it as the disaggregatedISW (DSWOT).

Table 6: Technical specifications of the servers used in the numerical evaluations

RAM Max Power | Idle
CPU Description MHz | Chips | Cores | Total Max IPS (IPS/watt)
(GB) (Watt) (Watt)
Intel E3-1260L v5 2900 | 1 4 8 16 31802689 47.9 14.4 529836
Intel Xeon E5-2699 v4 2200 | 2 44 88 64 226542946 | 247 46.6 775056
Intel Xeon Platinum 8180 | 2500 | 2 56 112 192 378651974 | 426 39.5 833346
Intel Xeon Platinum 8176 | 2100 | 8 224 448 768 1304763025 | 1478 206 766748
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3.8.2 Use case Definition
We consider the case where 10T services are provided over a generiRBE @frastructure. For-RAN,
the RU processing requirements are supported by a set of coenpmdources located at the DCs. The
compute resources comprise a set GeneralPurpose Processor§GPPs) with each processor having
specific processing capacity and performance per \Mait Servers are orgared following thesimple tree
structure ofFigure8 and are responsible to provide the necessary compute power for the provisioning of
FH and IOBH services. The compute requirements for BBU processing for each RU is calguila¢esiin
of all contributing computing elements responsible to perform the required functions includiAgDS2
demodulation, SC demapper, frequency domain equalizer, transform decoder, constellation demapper,
descrambler, rate matcher and turdo decodés shown inFigure8, these functions are executed in a
specific order. In addition to the operation of theRAN, sensing devices transmit their readings to the
DMP. The DMP comprises three main components including the Me§agaéng Telemetry Transport
(MQTT) broker, the central server and the time series database. Our objective is to identify the optimal GPP
where each function can be allocated so the total power consumption at the DC is minimized satisfying, at
the same time QoS constraints imposed by theRBN and the 10T services.

To achieve this, we initially calculate the actual processing requirements of each BBU function and of each
DMP component service through the WiBench and the DMP platform for smart meteringyatwices
reported in[38] respectively, under various wireless access system configurations and different loT loads.
The processing requirements of each function are then used as input to the multistadpaskdP
optimization framework that creates nested service chains that assign each function to a suitable GPP in an
energy efficient manner.
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Figure 10: DC power consumption for the traditional softwarized 10T (SW-IOT) and the
disaggregated SW-IOT (DSW-IOT) as a function of the total wireless access traffic

3.8.3 Benchmarking Framework and Results

Experimentavere conducted using WiBench, an open source implementation of the LTE protocol stack.
LydStQa =+c¢dzyS ! YLIX Aiderhs perfammncy andlyisis. FodzheDRIP, ive analyixd?l e
processing requirements of the message brokering servers (MQTT), ii) the Control Server that receives the
data either from the MQTT broker or HTTP requests and forwards them for storage anel timé¢hseries
database used for storag@&@he investigation of each BBU function, for various configurations of the LTE
uplink system, was conducted through a series of experiments. Results show a linear dependence, for every
function, between the number ohstructions performed and the data rat€&igure9 a)e)). Instructions
increase exponentially with the 10T data rate for the ConstellatiormBpper, and linear for the Rate

Page30
IN2D-WP2-D-RCI-001-03 09/07/2018



2DOREAMS @

Contract No. 777596

Matcher and the Turbo Decoder, while for all other d¢tions are independent. The total number of
instructions, for the BBU processing, is mainly determined by the Turbo Decoder, which involves 1 to 4
orders of magnitude higher instruction number compared to the other functions, depending on the data
rate. Tte processing requirements of the DMP were derived by calculating the instructions per second
required by its components as a function of the total 10T Idadure9 f)).

To quantify the benefits of the proposed approach, thearDC network topology of Fig.1 is considered.
This topology comprises 6 racks each comprising 48 servers. Connectivity between racks is provided
assuming the intrddC optical network solution described[#8]. In the numerical calculations we consider

four types of servers, randomly placed within the racks. The technical specifications of these servers are
provided inTable2, while their power consumption follows the linear stepwfgaction described if44].

For the wireless access, we consider the topology describ&8]in which the served area is covered by

a set of RUs providing connedty for the IoT devices installed dxoard and at the track side of the rolling
stock. RUs forward their FH flows to the DCs for proce$smgel0, compares the performance of the
proposed optimization DSMWT scheme in terms of power consumption with the conventionati®lVas

a function of the served IoT traffic. As expected, the power consumption at the DCs increases with the loT
load. However, the DSYOT offers much better performance due to its increashitits to mix and match
compute and network resources, leading to improved utilization of the servers and to higher energy
efficiency.

3.9 Communication Platform: Control and Management based on
Software Defined Networking

Mobile and wireless networks requireontinuous adjustments, as the wireless medium becomes the
primary and sometimes the only method of an increasing number of people. Thus, mobile providers have
to transfer higher traffic volumes and support more upgraded services. In addition, mobilenkstmust
simultaneously support multiple generations of mobile services (3@, A& along with a range of user
services (VolIP, string media, messaging), resulting in a variety of traffic properties.

Static traditional networks cannot cope with the clealjes of additional bandwidth required to meet the
explosion of data traffic. The movement towards a denser network (Densification) in order to increase the
efficiency of the spectral range is imperative. This leads to a network of much smaller celtsngetthe

distance between the terminals and the access point (RAP). Mobile providers go intaalintalthnology

to increase capacity through reuse of frequencies, especially in densely populated areas. Small cells will not
be homogeneous but will form fiexible heterogeneous network where resources can be dynamically
adapted, as the users' demand in space, time and spectral resources varies. However, placing cells closer is
one of the factors that increase interference between cells, which is accemtdatehigher bandwidths

such as 4G LTE services. Furthermore, the existence of complex policies to ensure the proper access for the
proper service and the proper handoff of control among access types is essential.

Currently, mobile networks are based onddgtions support systems (boss) and management systems that
require significant specialization and platform resources. Because these systems require manual
intervention, networks are prone to misconfiguration errors and delays in provisioning and
troublestooting. However, an efficient management is crucial nowadays, especially due to the fact that
conventional devices today need to support 3G, 4G, as well-&s &id Bluetooth connectivity at the same
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time. Such diverse wireless technologies require malriteviders to maintain and operate remote access
and backhaul and core networks, increasing both cost and management complexity. In addition, providers
need flexible implementation choices to move from older to more recent technologies without affecting
thS Odza i 2 YSNR& SELISNASYyOSo®

The everchanging business demands, require rapid implementation of new mobile services and rapid
adoption of new technologies, imposing the need for a new network architecture that goes beyond the
limitations of the current netwdt architecture, in which it would require weeks or even months to
introduce new services due to manual procedures for activating, delivering and securing.

SoftwareDefined Networks (SDN) are an emerging network architecture that aim to provide to network
administrators the ability of programmable, flexible and dynamic resource management through
centralized control. The fundamental concept of this architecture is the separation of the network control
from the forwarding functions. The control plane is respible for the routing of the packets and the data
layer for transporting them. Unlike the traditional TCP / US architecture, where routing is in line with the
static IP protocol, SDN provides the ability to use routing policies based on the requirerheathalient

and the needs of the network. Networks become programmable and manageable, making the
infrastructure transparent for the applications and services they offer, while facilitating the resource
allocation, the scalability in distributed data ¢ers, and the virtualization of devices that is necessary for
Cloud environments [1][2].

3.9.1 SDN principles

The SDN architecture is divided in three basic layers: the application layer (application plane), the control
layer (control plane) and the infrastructilayer (data planefigurell.

APPLICATION LAYER

Network
Applications

CONTROL LAYER
Network Services

INFRASTRUCTURE LAYER
Network Devices

Figure 11: SDN Architecture
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In the application plane reside the network applications through which the network administrator can
immediately communicatevith the controller in order to learn the network requirements and define the
required behaviourto be applied to the network. The communication between the applications and the
centralized controller is performed through the NorthBound SDN Interfaces)NBie NBIs provide the
applicationlevel view of the network as well as the ability to directly interfere with network requirements.

The control plane contains the centralized network controller and is responsible for setting the forwarding
rules to thenetwork devices, through the Southbound SDN interface. On a physical level, the controller can
be distributed to different physical machines in order to provide scalability and optimization of processes.
However, the controller behaves as a unique logigat, with its own operating system making uniform
decisions. There are two main operations that a controller must perform. The first is to transfer the system
requirements that are provided from the application plane, to the data plane. The secondasfiothe
application plane for any changes to the network operation that are perceived from the data plane. It
consists essentially of NorthBound Agents that contribute to the applicationrol plane communication,

the control centre that is responsibldor the decisioamaking processes, and the CDPI (Control to Data
Plane Interface) Drivers that are responsible for the proper communication with the data plane, by
providing programmatic control of all data forwarding features, report of traffic stasisiit the network,

and updates to the controller in the event of a network change or problem.

The infrastructure layer is a network logical entity that provides supervision and control of data forwarding
and processing that take place on the network. Itgists of a CDPI Agent in order to communicate with
the controller and a set of devices responsible for the forwarding. The data-lajttough behaving as a
unified module-may be composed of distributed physical devices with shared resources, andcavoak

with non-SDN devices.

Lastly, outside the application, control and infrastructure layer resides the Management and Admin of the
SDN. Although, it is not part of the SDN architecture, it is basically the reason for the development of SDN,
that is,the control that can now be applied to the networks that support SDN. Through the application
layer, the administrator can update the network by defining approprizbaviours The communication

of the applications and the administrator is accomplishethwhe help of the controller.

3.9.1.1 OPENFLOW PROTOCOL
OpenFlow is the first standard protocol for the communication of the control plane and the data plane in
SDN architectures. It allows the direct access to the network devices, i.e. virtual and physated saitd
routers, and the management of their data forwarding platform. OpenFlow protocol is essential for the
separation of the control from network devices and its relocation to a logically distributed control software.
It is applied to both sides of thaterface between the SDN control softwaard the network infrastructure

2.

OpenFlow uses the concept of flow to identify network traffic. The concept of flow is based on predefined
mapping rules that can be statically or dynamically set by the cdetrdt also allows the administrator to
specify how network traffic will be distributed according to network resources, application requirements,
and routine network traffic patterns. In contrast with traditional IP networks, where in Internet routing two
streams with the same start and end points will follow the same route because of the same IP addresses,
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in the SDN architecture two or more streams may have the same source and destination points and follow
different routes with different priorities, dep®ding on the routing policy that are assigned to.

Three kinds of messages are supported by OpenFlow: Corttgwitch, Asynchronous, and Symmetric.
Controllerto-switch messages are originated from the Controller and enable the direct management and
suwpervision of the state of a switch. Asynchronous messages start from the switch and aim to inform the
Controller either about events that happen on the network or about changes in the state of the switch.
Finally, symmetric messages originate either frdra Controller or the switch and ament without any

prior request[3].

SDN that supports OpenFlow protocol can be deployed on existing networks. Networking devices can
support both OpenFlow and conventional TCP / IP routing. There is the possibilitpraf Byitches
operating in any environment (SDN or not) or implementing centralized control over applications (network
monitoring and management), so it is not necessary to replace each network device with SDN switches. [3]
This is a great advantage form®rk providers that can be led into the SDN architecture gradually, relying

on their traditional networks, turning them into SDNs.

aj o
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Figure 12: Architecture of OpenFlow switch [2]

3.9.1.2 OPENFLOW SWITCH
The OpenFlow switch consists ofatwarts: the switckagent and the data platfornHgurel?). The switch
agent communicates through the OpenFlow protocol with the controller and with the data plane through
an appropriate protocol. It is responsibfor translating the controller's commands into the appropriate
machine language and sending them to the data platform. It also receives from the data platform any
notifications and converts them into OpenFlow messages understandable by the controllpramnotes
them.

The data platform performs the management and forwarding of the packets. Depending on the
configuration, it may send packets to the swiabent for processing. It includes flow tables and related
actions for each flow, thus the packets @oewarded according to which flow they belong to and to which
flow-table action they will be matched. [2]

An OpenFlow switch can be any pact@ivarding device (router and switch) and consists of one or more
flow-tables that are used to match and forwaphckets, a group table, and a secure communication
channel to a Controller. [3] The Controller manages the OpenFlow switch through the channel using the
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OpenFlow protocolRigurel3). With the implementation of GgnFlow, the controller can proactively or
reactively add, update, and delete flow tables. Each flow table contains recordings for the flows with
counters and actions for each flow. Each package entering the OpenFlow switch is contrasted with the flows
of the first flowtable and continues with additional flotables. In the case of matching with a flow, the set

of commands associated with that flow are applied, otherwise the outcome depends on the configuration
of the tablemiss flow. For example, the patkean be forwarded to the Controller via the OpenFlow
channel, discarded, or continued in the next fleable.

Controller Controller

N
‘h!.' OpenFlow Protocol
J OpenFlow Switch

Datapath

OpenFlow | | OpenFlow
Channel Channel

Group | | Meter

Conirol Channel Table Table

Port Port
Flow . Flow —— Flow |
Table Table Table

Port Pipeline Port

Figure 13: Main Components of an OpenFlow switch [3]

3.9.1.3 OPENDAYLIGHT CONTROLLER
The OpenDayLight (ODL) controller wasedigyed by the Linux Foundation community and it is an open
source project on Software Defined Networking. Its code is written in JAVA language and it can be
extendable.[4] Major companies in the industry such as Cisco, Brocade, Juniper Networks, IBMg,Vmwar
Ericsson, Microsoft, Big Switch Networks as well as independent Open Source engineers are working to help
develop the ODL project. ODL supports the OpenFlow protocol as well as other SDN architecture protocols
and technologies since they can be prop@dyfigured by the administratdb].

The architecture of ODL controller is show Higure 14. The controller platform incorporates both
Northbound and Southbound interface. The Northbound interface provides services to the lEma®

well as a set of REST API applications that can be used to manage and configure the network infrastructure.
Access to the Northbound interface of the controller is possible after authentication and licensing of the
user. REST (Representational Staransfer) is an architectural design used in web applications (WEB
development). Systems designed in REST architecture have good performance, reliability and scalability in
terms of the number of users they can gradually support. RESTful systems yygcathunicate through

the HTTP protocol through the GET, PUT, POST, DELETE methods commonly used by the browser to retrie\
and send data to remote servers. [6] Outside of the browser, the communication with RESTful systems can
be accomplished via a termdhand in particular via the curl bash command, along with the appropriate
arguments (username, code, URI). Curl can send any required text in json or xml format. The information
returned by the system is also in json or xml format.
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Figure 14: Architecture of OpenDayLight Controller [5]

The Southbound interface implements protocols for managing and controlling the underlying network
infrastructure. Several extensions are being implemented either to support network protocolslioetdly
communicate with the hardware. The most prominent protocols implemented are OpenFlow, NetConf,
SNMP, OVSDB.

The controller platform communicates with the network using the Southbound interface and provides basic
network services through a set fafnctions described below [7]:

1 Host Tracker: It saves information about system terminals (MAC addresses, IP, switch type, port
number) and provides an API to retrieve information about them. It can work in a static or dynamic
way. Statically, the Host dcker database is manually handled through Northbound APIs.
Dynamically Host Tracker uses the ARP protocol to detect information

1 L2 Switch: Upon the arrival of a packet, this function learns the MAC address of the source. If the
destination is known, itransfers the packet to the destination, otherwise it sends a broadcast
message (i.e. a message to all devices) to all external network ports

1 OpenFlow Forwarding Rules Manager: It manages basic forwarding rules, resolves any conflict
between these rules ah validates them. Furthermore, it communicates with Southbound
extensions and loads the OpenFlow rules to the switches

1 OpenFlow Statistic Manager: It implements the statistics collection by sending statistics requests
to all active nodes of the network dnstoring their responses to the operational store. It also
returns information to the Northbound API for the following:

0 node-connector (the port of the connected switgh)

flow;

meter;

table;

group statistics

o O O O
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