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The present study focuses on tldevelopment of a dynamically 1®nfigurable Information
Communicabn Technology (ICT) infrastructure to support the sustainable development of
railway networls. Once data have been collected, the extracted knowledge is used to develop a
set of applications that can improve the energy efficient operation of railway systéntypical
example includes the identification of the optimal driving profiles in terms eokrgy
consumption. In the present study, this is achieved through the adoption ofoffline
optimisation framework based on Data Envelopment Analysis (RB&)yn online framework
based on Markov Decision Processes (MDB)accelerate convergence, theD® is combined

with neural network models to reduce the strategy space. However, to successfully apply these
models in realistic environments, an additional ceafie that should be also addressed is
associated with the positioning problem especially, mvieonments where GPS is not available.

In response to this, a Visible Light Communication (VLC) positioning scheme extending PurelLifi
solution has been also delped. The performance of the proposed scheme is evaluated based
on actual data collected ateoperation tramway system. Preliminary results illustrate that when
the proposed method is applied, a 10% reduction in the overall power consumption can be
achieved.
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Abbreviation | Description

3GPP 3'd generation partnership pject
ACL Access control list

AP Access point

DEA Data Envelopment Analysis

EPC Evolved packet core

FDMA Frequency division multiple access
FSO Free spce optics

Gbps Giga bits per second

GRC Gnu Radio Companion

HetNet Heterogeneous network

HSS Home subscriber service

ICT Information and Communication Technology
IP Internet protocol

KPI Key performance indicator

LAN Local area network

LED Light emitting diode

LiFi Light fidelity

LTE Long term evolution

LTER LTErailway

LWA LTE WLAN aggregation

MANO Management and orchestration
MDP Markov Decision Process

MIPS Million instruction per second
MME Mobility management entity
IN2DWP6&D-UBR014-03 06/12/2019

Page3



ZOREAMS

@~

Contract No. 777596

Abbreviation | Description

3GPP 3 generation partnership pject
ACL Access control list

AP Access point

DEA Data Envelopment Analysis
MOP Multi-objective optimization
QoS Quality of service

SDN Software defined network
SSID Service set identifier

TCP Transmission control protocol
UE User equipment

VLAN Virtual local area network
Wi-Fi Wireless fidelity

WLAN Wireless LAN
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According to the International Union of Railways the length of tracks maintained by the Eunajlesy
sector exceeds 300.000 km operating more than 5 billion &k#ometres and offering services for more
than 400 billion passeng&ilometres. A steadyncrease is expected for the next 30 years making railways
a keyasset in the European transgation ecosystenil1]. Railway systems arexpected to increastheir
share in transportation by expanding and geographical reauhdeliver innovative and integrated travel
solutions for people and goods ntieg the highest service standards in terms of safety and se€(Rity
Besidessafety, security and capacitg,key aspect that should be considered during the design of railway
systems is environmental saghability. According to thelEclimate actions for sustainable transport
dgreenhouse gas emissions should be reduced {9580below 1990 levels by 2050 whereas by 2030, the
goal for transport will be to reduce GHG emissions to around 20% below th8ile2@@. If a radically
different approach is not adoptedzHGemissions from transport would remaabovetheir 1990 level by
2050 congestion costs wilfurther increaseand accessibility gap between central and peripheral areas
will widen.

To avoid tleseunaffordable scenarios andchieve the 2030 targeter energy efficiencythe introduction

of novel conceptdor railway systemswill be key to lower not only CO2 emissions bus ateximise
capacity. Aligneds A i K G KS Tt | ResolrdelLdtiehtyEhrope | BASAIS drldopd 0200 K S
Strategy, the paramount goal of European transport policy iéhtdp establish a system that underpins
European economic progress, enhances competitiveness and offers high quality and scalable mobility
services wihe using resources more effigtye. In practice, transport has to use less and cleaner energy,
better exploit a modern infrastructure and reduce its negative impact on the environniarice new
transport patterns must emerge, according to which greatembers oftravellersare carfed to their
destination by the most efficient modes. To achieve this goal, future development adasess the
following topics:

1. Improvement of the energy efficiency performance through the adoption of electric railway
sysems. A typical railway system $abetter energy conservation features than other
transportation systems as it is able to transfer passengers with an energy consumption less than
209 kJ per kilometre per person, which is much lower than the energy consamyitcars.

2. Optimisation of the performance of railways through the adoption of novel algorithmic
approaches.

3. Coordination and cooperation of the different railway subsystems (rolling stock, stations,
substations and the grid etc) enabling efficient gsaf transport and infrastructer

The adoption of new technologiesand novel software solutions such as timernet of ThinggloT)and
Artificial Intelligence (Al) will be key to lower transport emissions. These technologies can be successfully
used b address capacityimitations of current railway systems and improve overall sy$dan
performance In response to these challengebe present study focusing on improving the performance

of railway systems through the identification optimal driving pofiles adopting theData Envelopment
Analysis(DEA) theorylt is shown that when the proposed approach is adopted better performance can
be achieved as the railway system can transfer more passengers in lesaritmeith less energy
reducing operationa¢xpenditures.
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However, to successfully apply this concept in a realistic railway environment an extensive set of
measurements covering a broad range of kinematic, energy and environmental parameters needs to be
stored, processed and analysed. To addrdss thallenge, an perational data management (ODM)
platform has been deployed over an operational tramway systensintliopen source technologies. The
installed ODM system was able to monitor the energy flows of the whole railway systems and identify t
optimal performarce/cost tradeoffs on the fly. As discussed if8]]-[4], this platform comprises the
following core elements:

1. A heterogeneous secure and resilient telecommatian system, consisting of both wireless (e.g.

LTE, WiFi, LiFi) and wireline (e.g. optical) technologies converging energy and telecom services.
This infragructure is used to interconnect a plethora of monitoring devices located both on track
and at thetrackside and endisers to the Operational Control Centre (OCC).

2. A hybrid data storage and processing mechanism combining -efdte art open source
SQL/No-SQL databases as well as batch and stream processing engines. Based on the
characteristics of thecollected data and the selected applications, data are dynamically
forwarded to the most suitable storage/processing platform. A Haylel view of this proess is
shown inFigurel.
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Figurel. Converged Heterogeneous Network and Compute Infrastructusegporting railway
services: Use case where data are collected from various devices (1) are transmitted over a 5G
network (2) to the cloudbased data management platforn(B).

The experimental campaign has been carried out over an attmalway systenoperating at 750V The
rest of this studyis organsed as followsThe definition of the problem is outlined Bection 2Section 3
gives a brief overview of the state tfie art on the subjectThe research methodology along with a
description of the proposd off-line optimsation scheme is provided in Section®he online optingation
model based on Markov Decision Process is giveisdation5 whereas Section Tonclues the
deliverable.
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The transportation sector is a major contributtar air pollution and consumer of scarce nmmewable
fossil fuelsHectricrailway systems and vehicles poweredHhyjrid energy sourceare expected to have
high ptentials to decrease fuel consumption due to their ability to regenerate kinetic enierdle
braking phaseDespite the inherent energy efficient operation of electrified railway systestjdion of
the energy drawn from the power grid is still an caehing problem due to the followingasons

1. The increasing costs of electric energy in some countries (in particular, where energy produced by
non-renewable sources);

2. The increased electric energy demand due to several causes (lifestyle changds,méyicbe
significant in developing countries; tieed to supply more railway services, etc.);

3. The increased attention of the public and governments to the environment (air pollution) and to
climate changes (greenhouse gas emissions).

A possible solutio to reducethe energyconsumptionof railway sytems is the identificationof better
driving styles. By optimsing the way that a driver accelerates, maintains, slows or brakpswer
consumption levelgan be reducedin the present study it is arguetthat the best performing driving
profiles can bedentified through the analysis of history measurements. To achieve this an experimental
campaign has been carried out collecting data for more than three yearsaoveperationaltramway
system.A smart méering system has been deployed monitoring energimematic and environmental
parameters based on sensing equipment installed botkboard and at the trackside. Once data have
been collected and stored at the ODM systamip optimisation frameworks havebeen developedan
offline model based on DEAnd an online based on Markov Decision Process (MRIR)wing the
identification of the optimal driving styles that minisai the consumed energy subject to set of
constraints related to scheduling, capacitydeenvironmental conditions.

3 { § k2(ASKISNI

One very effective method of increasing the energy efficiency of railways is the sgatimse of braking
energy. As discussed(if], regenerativebraking of railway electrigehicles is effective when the electrical

load exists near the regenerating train on the same electrified line. So, early in the morning and at
midnight, or in the lowdensity district lines, regeneration cancellatiphenomera often occur, and the
regeneative brake force cannot be operated in accordatméhe recommended value. Newly appeared
high-performance energy storage devices press the issues of energy storage and reuse technologies on
ground and on vehicles. Hybrid eggrsource is one effectivelsition especially in DC systems for city
trams and urban railways it is not possible to coordinate all vehicle movements in such a way that a
complete energy exchange between braking and accelerating phases can be reachgg] In
measurements and calculations have shown that modern vehicles are able to feed up to 40 percent of the
consumed energy back into the grid. This is only posdildegever, if the braking phase of one vehicle
coincides with the accelerating phase ofoétmer vehicle in the vicinity, i.e. not more than one km away.
Otherwise the energy must be wasted on the braking resistor. An energy storage unit installed in a DC
substation can store the surplus braking energy that cannot be directly supplied to oéiecles and

feed the energy back into the grid for subsequent accelerations. It has been proven in several installations
that one energy storage unit is able to saveto340,000 kWh per yedr].
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Energy storage units carehinstalled both in existing and in new substations, whereby track section
extensions can be built and opéea at lower costs if such units are integrated between the substations
as points of supply. The main problem of these methods is that they neeé sew hardware to be
installed on the already existing trams. So, a more efficient and economy approaetiuicerthe energy
consumption is the optingation of driving profiles, speed and timetables. However, the regenerating
braking and storing methodsan be used in addition to optirsed driving profiles.Most other methods
provide optimged driving profiley | @SNE RAFFSNBYy(G sl ed ¢KSe& RACL
acceleration, cruising, coasting and braking. Energy consumption during tisshngrand braking is less
than during the acceleration phase. Therefore, the key to achieving eisergggs dring train operation

lies in making the correct choice of transition points for different states, that is, to find the optimal
strategies of trai operation to minimée energy consumption. The optimal strategies can be derived from
the Hamiltonian functionand the Pontryagin principle. According to the above two mathematical
methods, the optimal strategies were further sumnsad as follows: marium acceleration and braking
during the beginning and end of a train journey, particle acceleration or brakinggdaruising, and
starting to coast as early as possible. In a method, which have been develo[@dha sped profile
definition module identifies the speed pite that is able to respect some constrains, having fixed the
values of cruising speexhd average acceleration. The energy consumption estimation module calculates
the consumed traction energy corresping to the defined speed profile. The optsation module
operates on the decision variables, on cruising speed and average acceleration, so as teenti@mi
energy consumed. Evaluation of the objective function requires calculation of the speéi@ pid the
energy consumed. The energy consumed igregtied by an equation, solving the differential equation of
the motion by the finite difference approach. [8] 1 KS& Q@S Y I RS | &[9] v bréer tHlJ | LJIL.
sole the problem. The main difference isthat[dji KS& Q@S YIRS (KSANI 26y 9V
Simulator with different describing parameters of the drivingemtion. In[10] there is a diférent
approach. The purpose of that study is to opsenthe energy consumption by adjusting the timetable. As
the timetable creation process is based on the predefined runtimgs between stations, the definition

of running times will directly impactat only the traffic planning but also the entire energy consumption.
Generally, the running time can be adjusted within a certain range by using the running time
supplements, with are extra running time on top of the technical minimum running time betwseary

two stations; the longer the running time is, the lower the energy consumption for the same distance as
we see if11]. However, the longer the running time is, the higher the time cost of the railway sector and
passégers; thus, a tradeff between the running time and energy consumption is necessary. In addition,
the train order maychange after adjusting the running time based on energy consumed, and then the
train operation needs to be adjusted to maintain safetyistraints, and the adjustment of train operation

will result in a further change in energy consumptjag].
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Tablel. Sample of the collected dataset.

Timestamp | External = Speed Current Voltage | Current Voltage Total
Temp HVAC C2  (catenary) (Ventilation) HVAC Energy
Pantograph
°C km/h A \% A \% kWh
1442729913 10.8 43 15.6 892 38.7 449.32 37.0573402
1442729914 10.8 40.8 15.6 891 37.9 449.28 37.00736674
1442729915 10.7 38.9 15.6 869 38.2 449.55 36.95579201
1442729916 10.7 36.9 15.6 874 38.2 449.64 36.90263086
1442729917 10.8 35.1 15.6 855 39.5 449.73 36.85689206

4 h F[TA F B0 WAY2YR S §
4.1 Data Collection Process

To improve energy efficient operation of railway systems, initiallyO&8M platform has been deployed
enabling data collection and processing of information obtained from a variety of sensors and devices.
This platform comprises a communication segmerdttrelies on a set of optical and wireless network
technologies to intezonnect a variety of endevices and compute resources. Through this approach,
data obtained from various sources (monitoring devices, users and social media) can be dynamically and
in reattime directed to the OCC for processing. The wireless technologiagprise cellular WiFi, LiFi and

LTE networks to provide the dyoard and orboard to trackside connectivity. For the trackside the to the
OCC segment, information is transferred oaeroptical network. The overall solution is showrEimor!
Reference source not found.As mentioned above, this platform is used to monitor a variety of
parameters. An indicatessample of the collected measurements is provideéiror! Reference source

not found.. This dataset includes information related to the geographic location of the rolling stock, on
board CO2 levels that is used to estimate the number of passengers, internal and external temperature
that is important for theevaluation of the Heating Verdilion and ArO2 Y RAGA 2y Ay 3 &aeai
performance, kinematic parameters (including acceleration and speed) etc.

The smart metering solution also comprises an Information Technology (IT) segment that is responsible
for the storage and processing ofédhmeasurements. Storage is accommodated by hybrid mechanism
combining stateof-the-art open source SQL/NoSQL databases while processing is executing based on
Apache Spark. Using purposely developed algorithms, knowledgéeaxtracted from the dataset
which can assist railway system operators to identify optimal train driving and scheduling profiles.

4.2  Optimisation based otata envelopment analysis

In the present study, identification of the optimal driving profiles isf@ened using DEA. DEA is a very
powerful service management and benchmarking technique originally developed by Chames, Cooper and
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Rhodes (1978)L3] to evaluate norprofit and public sector orgasitions. This is achievdny measuring

the productive efficiency of the construction elements of these orgatitins, namely, decisiemaking

units (DMUs). DEA can measure how efficiently a DMU uses the resources available to generate a set of
outputs. Theperformance of DMUs issaessed using the concept of efficiency or productivity defined as a
ratio of total outputs to total inputs. Note that efficiencies estimated using DEA are relative, that is,
relative to the best performing DMU or DMUs (if multiddMUs are the most effient). The most
efficient DMU is assigned an efficiency score of 1, and the performance of other DMUs vary between 0
and 1 relative to the best performance.

Table2. Sample of the collected dataset. 8gle of 10 routes usedor the identification of the
optimal driving profiles

StylelD Inter-station Travelling Total Energy HVAC CO2 Temperature
Time (sec) (KW) (KW) (Average ppm) °C
1 73 3139.2726 | 44.872627| 47.979189 11.301351
2 77 2665.796 | 47.293833] 38.555385 13.503846
3 73 4601.6475 | 29.122982 42.172973 14.404054
4 74 3397.467 | 45.642488| 41.707368 14.797368
5 73 3146.8157 | 44.755127| 45.322297 14.97973
6 77 3549.4091 | 307.04326| 42.435443 15.134177
7 78 3334.6836 | 48.084032| 42.387342 14.173418
8 75 3090.6305 | 45.894299| 54.40074 13.892105
9 68 4883.8277 | 41.379654, 46.720725 13.031884

To apply DEA in railway environments, driving styledrasted as DMUs. Now, leibe the set of driving
styles extracted from the dataset with HQ "Abeing the vector of inputs of styl@with (i elements
® A . LetR AQ "Ybe corresponding vector of outputs with sibe (] & fo B o . Let also
A ® B ® be the inpus ofthe driving style that we want to evaluate afd @ & the

output vector. Introducing parameter indicating the weight given to driving styl@n its attempt to

dominate Style 0, the measuref @fficiency—of Style 0 is determinedhrough the solution of the
following optimiation problem:

Subject to

IN2DWP6D-UBR014-03 06/12/2019

Pagel3



POREAMS G~ [l

Contract No. 777596

QY

Constraint (1) limits the inputs of all other driving styles below the inputs used by the reference model 0,
while equation (2) selects the driving styles that outperform style 0. The above problem is solved for all
driving styles to identy the most efftient one.

In the present study, the optimal driving styles have been calculated taking as inputs parameters related
to the incabin CO2 levels, the external temperature, the total driving time between adjacent stations, the
total power consumption as mesured by the pantograph and the power consumed by the HVAC system.

An indicative sample of the parameters charadieg the driving styles is provided Error! Reference
source not found, while the corresponding linear programming (LP) formulation considering only the first
two styles is given below:

9 LP for evaluating Style 1.:
min—

subject to

TRXOALYPW P LLAPUT @ X C QX 0T B X WP-HEP
PRMTPOCLPPA® MTOYT B MTTTLVLIP D TP GYFR
OP@XCP COGULY T @MOT X U Op &UW C OB
TEHXCQEEXT R oo 0 wPeT WX GO oK

XpXxXX Xx& Xxood

1 LP for evaluating Style 2:
min —

subject to

TRXOALYW@H LLAPUT @ X CQRX OO L UL YD
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pPATPOLPP@®MTOYUT P B MTTIULVUTP @ MO YT R
OPRXCP COPEWY T @I YO C ¢ KU P S
TEHXCQECXT 8 wo oo whC wWC T R wo Yu@o

Bp XX Xo XXI®

4.3  NumericaResults

Solving the LP model for the styles showikimor! Reference source not foundthe efficiency scores can
be redily determined. The relevarmresults are provided i\ similar set of results shown inFigure3
where the optimal profile that mininses the power consumption under erd-end scheduling and
LI a4 Sy 3SNE & ilBteaied §WNdn xhg praposed method is applied, a 10% reduction in the
overall power consumption can be achieved.

B
X

3
> I
s

A A
G R G
5 Y A VR R

Figure3: Optimal driving profile obtained when the DEA method is applied (red line) and
comparison with $yles obtained from measurements (grey lines)

Table3.

An indicativeset of results indicating the driving styles obtained when the DEA approach is adopted is
shown inFigure2. When the system is optisgd for energy efficiency fgen curve) the obtained driving
style is smooth. On the other hand, when the system is optithifor shorter travelling times a higher
average speed and steeper acceleration levels are observed.
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Figure2: Tramway speed asfanction KM distance for various driving profiles

A similar set of resultss shown in Figure 3 where the optimal profile that mininses the power
consumption under endo-SyY R & OKSRdz Ay 3 | y Ris illistét@d WS tNdpoposed v &
method is applied, a 10% reduction in the calépower consumption can be achieved.

Figure3: Optimal driving profile obtained when the DEA method is applied (red line) and
comparison with $yles obtained from measurements (grey lines)

Table3: Efficiency scores for the driving styles shown in Table 2.

Style ID | Efficiency
score
1 0.8099
2 0.7312
3 0.6887
——— ]
E—
)
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4 0.6902
5 0.7649
6 0.6746
7 0.67
8 0.8975
9 0.819

In the method followed, the fastest routes wemmpared, those with the highest consumption and
those with the slowest routes, respectively. In addition, similar time routes were compared to each other
to arrive at the above results. For example, matice that routes 1 and 5 reach their destinationthe

same time and have almost the same consumption, total and ventilation. However, CO2 levels in the
cabin are higher in the case of the first route, so more passengers are transferred. Therefere, it i
reasonable to get the result that route 1 is morffigent than route 5. Additionally, we notice that route

8 is more efficient than route 1. Also, in these routes the consumptions are similar, but we observe a
considerable increase CO2. As a resulg tramway on route 8, with more passengers and lower
consumption, arrived later to the station compared to route 1.

5wSlt GAXS w2MISRAZY | NOATFTAOALE LydGsSt ¢t
This section provides an overview of a modelling framework that eamskd to dynamically optirse the
performance of railway systems. Combining Al and machine learning techniques originally used in the
development ofseltdriving cars(Buehler et al., 200923], a scalable optirsation framework has been
developed that in the long run can be used in fully autonomous railway and tramway systems. To achieve
this, the autonomougramway/railway systemrelies intothree components that peiorm environment
perception, decisioamaking and dynamic controlactions Specifically,environmentl perception is
responsible tadetect surroundings in real time via radéidars GPS, and computer visidn.IN2DREAMS
these actions are performed by the ODM system and thesisig) devices that have been deployed on the
train and at the trackside monitoring environmental, kinematic and energy related parameters. At this
point it should mentioned that a key asgt that has been taken into consideration is positioning not only

for areas where GPS is available but alstuimmels where this service is blocked. To achieve this, a novel
technology based on Visible Communications has been developed extending PugeliFa 2 f dzi A 2 y
allows positioning inside tunneldhe decisioamaking framework understands the environment and
predicts theoptimal actions that should be considerdd railway systems, these actions are associated
with the optimal acceleration/breakimthat should be applied.

This deliverablefocuses on theoptimal decisionmaking for railway systemswhich is achallenging
problem due the uncertairties that are introduced regarding environmental conditions, number of
passengers transferred et€urrently this type of decisiemakingprocessess taken throughUhite state
machines (FSM)and Convolutional Neural Networks (CNNs). FSMs where adopted(irimgon et al.,
2008 Montemerlo et al., 2008[24],[25] to prescriberulesthat can be applied undatifferent situations.
Although he FSM is simple and effective in given situatitrdoes not explicitly consider environment
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uncertainties and thus cannot® | LILX A SR Ay tenamodn/ddditiantto thidNit r@qui@s &
manualclassiication andfails totake decision undeuncommonsituations.Chenet al. (2015)rained a
convolutional newal network (CNN) model on 4845 images collected and labeled when playing a car
racing video game TORCS for 12 h. The model mapped an input image to a small number of key
perception indicators that is then sent in the designed controlBwjarski et al. (2016)26] trained a
convolutional neural network to map raw pixels from a single fifaging camera dectly to steering
commands

In IN2DREAMS probabilistic decisiomaking method, which can be applied irdgnamic railway system

has been developel ¢ KS RNAGAYy3I Gl ail ¢l a UNRG F2NyxdzZ F dSR
RSUYAY3 (GKS & y¥padeNdBestYaStighlispadel Thén, it built a state transition mautklaa

reward model by using a prediction modef the energy grid and the surrounding environmeiihe

optimal policy was then automatically deducadopting three different techniques @fudingthe value

iteration method of dynamic programming (DRhe GaissSeidel method and an LP approacthe
simulation results show the preset goal can be achieved. The framework of the proposed method is
shown inFigure6.

51 Preliminaries in Markov Decision Processes

According tothe Markov Decision Processes (MDP) theory, a decision agent, referred to agent, has the
opportunity to affect the behaviouof a probabilistic evolutionary system by choosing its strategy. In
general, by choosing a sequence of actions, the agents aimptiahising the system performance with
regards to a certain criterion. MDPs are models for sequential decision making whermas are
uncertain. Actually, MDPs are the extension of Markov Chains that add two extra elements to it, the
decision and the reard. The main advantage of MDP is that it is an abstract and flexible framework
which can be applied to many reabrld probems in many ways.

An MDP may be a finite or an infinite horizon process and is fully chasecteby the sets

Yo i & hd andi i o where S denotes the set of system states. At any state”Y an agent,

which is thelearner and decision makehas to choose an actiotb from the set of action®
available at tis state. As a result of choosing actiin ¥ 6 at statei , an agent receives a reward

i i O which may be negative (cost) or positive (benefit) depending on the current state of the system
under consideration. The sysh performs a transition to a new stafe with a transition probability

n& hd . To optimée system performance, an optimal policy* must be determined. During the
investigation of the optimal policy, the interaction betweehetagent and the environment (system)
GF18&8 LXIFOS Ay RA&AONBGS édakhythne stdp SHeldmgerd teceiles gofie ™ X
NEBLINBASYdFdAzy 2F GKS SyYSANRBYYSYdQa aime siedater v R
the agent receigs a numerical reward, known as immediate reward, from the environment and finds
itself a new tate. Therefore, the MDP and the agent generate a sequence or trajectory like this: So, Ao,
wME {mMX ! mX3Z w3z {4 !0 wibandEA répiesent Ihe sefids actiodsd > ¢
states and rewards respectively. The previously describgdaction between the environment and the

agent is illustrated ifrigure4.
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Figured: The agent; environment interaction in an MDF27]

Yyv

A policy is a sequence of decision rules, i.e. a sequence of functions at instamde=n decsions are
made’QdY© 0 , providing the agents with a set of actions to choose when in dtateAn optimal
policy is a policy that satisfies a specific performance criterion. A common optimality criterion used in
infinite horizon MDPs is tmaximee the expected total discounted reward

66 o _ iifQi

achieved when policy is followed. The expected total discounted reward is known as the value ofea stat
& dzy RS NJanhd itiiszdlled Gadue functiocd O ._himt  _  phis a discount factor used to measure
at instance t the reward received at instance t+1. Small vatiesemphasse nearterm gain, whereas
large values assign significaneight to later rewards. An immediate reward is the reward received
immediately after the choice of an action at statei .

Therefore, the optimal policy” is the one satisfing

z

0 i O i Ri N7y

Todetermine the optimal policy when at state, an agent must determine the actiab that maximses
the sum of the immediate reward, i i , and the expected reward. That is, an agent seeks soltdion
the Bellman equations:

X 068 i i iR 6

The solution to the Bellman equations is the set of optimal value functidnsf the system.

The optimal actiond at statei is the one that satisfies

wZ

S ot @A®i  AOCTiIAG RidR o
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The algorithms most commonly e to determine the optimal value functions and thus the optimal
policy of the system are the policy iteration, the value iteration, and the linear programming. These
algorithms are going to be dedloed in the following sections.

5.1.1 Policy Iteration

AODZ2NRAY3I G2 LREtAOE AGSNIGA2Y YSGK2RZIE il toklpetter O&8 -
LRfAOE ~Qd ¢KSY iGKSE @2 Y LdRI FRiz/IOWR 2y Aa dzaSR Ay 2
0SiGSNI LRt A Qe illustaedinFigukes, vheleldh® sPrEbd|si E ahdibove the arrow denotes

the policy evaluation and the policy improvement respectively. In a finite MDP problem, the policy
iteration process converges to optimablgy and optimal value function in a finite number of iterations.

E I E 1 E 1 E
M) —F Upg —> T —> Vg, —> Ty —> =1+ —> Ty, — Uy

Figure5: Policy Iteration procesf27]

Figure5 shows that the policy iterationmethod is separated into two basic steps; the iterativpolicy
evaluation and the iterative policy improvement .

As already mentioned, we consider computing tredue functiont i F2 NJ Iy | NB A G NI NB  LJ
Bellman equation:

1o ‘g nifAdh 1 1t iee

In the iterative policy evaluation, instead of computing the accurate value function for an arbitrary policy
© Ave approximate it using the Bellman equation as an updating rule. We consider a sequence of
approximate value foctionst , 1,1 X X I bittcadly seledd the initial approach and we obtain the
approximation of the successive valuaftions by using the updating rule:
oo “1d nihdgh i rf i h

h

for all Ov "Y To produce the approximation of valde from 1 , the iterative policy evaluation applies

the same operatiorio each state s. Specifically, the old value of s is replaced by a new value obtained by
(KS 2fR Ol fdSa 2F (KS ySEG all (S -&tepTanditignd podskeS A Y
under the policy being evaluated. At each iteration of ttexative policy evaluation the value of every

state is updated once to produce the new approximate value function. The sequence of the
approximate valuesf } converge to & as’Q® Ho.

In the iterative policy improvement, given the value functibni F2 NJ 'y | NDAGNI NRAf & L
L2t A0& -~ A& dzLJRI G SR folfodinglcongitérs L322t A 08 -~ Q &AAYyOS (KS

A oiffed 1 i

is fulfilled. The valug i is computed by the equation:
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I RiAdid il 1t iee
h

The iterative paty algorithm is given imable4.

Table4: Policy Iteration Algorithm27]

1. Initiali sation
T it Byv=vird <3

2. Policy Evaluation
Repeat

3 0

fio AARE O ¢ 3¢
% TY
TY BypmmV¥s¥Z v » 51 we
3 OFesfw 1 V¥s

Until a<[ (J is a small positive number)

-

3. Policy Improvement
Policy-stable  true
fio AAAE O ¢ 3¢
old-action Z v
Zv o] OfBpmvist > sy owe
If old-A A OEZ ¥, then policystable  false
if policy-stable, then stop and return Vhz* and A Toa*; else go to 2

5.1.2 Value lteration

The \alue iteration process can be totally described by the following update operation that combines
both the previously described policy improvement and policy evaluation steps:

t i TA@RiRdRY 1 11 ieeh
h

for all O8 Y

The value iteration method update is similar to the policy evaluation update which has been already
described above. Like the policy evaluation, the value iteration converges to an optimal value function
after an infinite number of iterationsl'able5 summarses the value iteration algorithm.

Table5: Value Iteration Algorithm

Initialisec i 'Y Ol Q0 dBBOTY

Repeat
3 0 o )
flfO AAAE O ¢ 34
2 i
IN2DWP6D-UBR014-03 06/12/2019
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Wi Gow B iniAdmi [Twie
& a®odst wi s
Until a<J (J is a small positive number)
Output a deterministic policyA a*, such that
“ Ol Qa Bopni Adhdi [Twiee

5.1.3 Linear Programming

A linear programming (LP) problem can be defined as a problem of nsagnor minimsing a linear
function subject to linear constraints (equalities or inequaliti€a}]. In the previous paragraph we
discussed that the value iteration method guarantees convergence to an optimal valtie

i AB rniAdhdi [ fael i Y. Linear programming can also be ugedfind the optimal

value functionwy’ i for all % “Yin an MDP problem. The formulation to find thé i :

where * i is the probability distribution over S with * i i~y

O«
(s}
>
Q)¢

lf 0K2dAK Ay &a2vyYS OlFlasSa (0KS [tQa O2y@SNHSY
methods, it becomes impractical for high dimensional problems.

5.2  Optimal train driving proés using MDP
In this section, the general theoretical frameskautlined in the previous section is employed to identify
optimal driving profiles. The system comprises the possible locations of the rolling stock together with
the acceleration policies hE set of possible system states of the MDP is denoted by

ny Vo
where“(s a location of the train (kilometric distance from a reference pointjs the accident state and
i wh) is a vector containinthe kilometric positione of the trainfrom the starting station and its
speedd.i = Aa AyOtdRSR Ay { (2 RSAONARGS (KS al OOARE
violated This includeshe cases where thepeed of the train exceeds a specific limit. The destination
node(station)O w represenst KS & (0 S NYiA gfthd MDR.G | (1 S€ =

At any staté N "Ythe train has to select onaction from the set of possible MDP acticiis™ 6 FH
“Yavailable at thistate. The elements of this set detemmai the acceleratin policy (and consequently the
traction effort) that can be selected at any location. Based on the acceleration profile adaptethe
current speed of the trairthe location of the rolling stock for the upcoming time instaah determined.
The transtion probabilities of the MDRre given by

nh "Qd)"Qghgii EQOOQI O ®

00D .~ P
n p nh i 0 wwiQig wwwQa Qo w

IN2DWP6D-UBR014-03 06/12/2019

Page?22



POREAMS G~ [l

Contract No. 777596

where the failure probability), is the probability that movement of the train frostate "Qo state "(fails if
action @ is selected; in this case, the system remains at statand the driving profiles of the train must

be readjusted. The success probabilgy, 1, is the prdability that a train successfully moves from from
position"@o position0f action & is selected; in this case, the system makes a transition to state

The terminal staté of the system is assumed to be an absorbent state. That is, thieciain reaches
the location of a station D, the system stays at gtate with probability 1.

p(splsp,apj) =1 Yapj € As,

It is also assumed that, when the system is at the accident state, the system reaches the terminal state
with probability 1 and the selectedriving profile fails, i.e.

p(sp|so, ag;) =1 Vag; € As,

9 States: Set of possible locations

9 Observations: Set of history
measurements

91 Actions: Tractive effort or
braking force.

1 Reward: Expected reward of
starting in state S, doing action
A, and transitioning to state S';
i.e. power consumption

Acceleration (m/sz)

o
0 005 01 015 02 025 03 035 04 045 ites
normalized distance

Observations

Figure6 ¢ Optimal driving profiles based on MDP: Decisions are taken every time instant. This
allows different driving profiles to be combined.
The transition matrix of the system corresponding to the decision rule d is denoté&g,bypd is a two
dimensional matrix |S|x |S| with its "@Q element being the transition probability i § O . In the
framework of the present work, a® an actiorww has been chosen at state an immediate revard'Y

is applied. This reward may be associated with the energy consumed or time spent for the rolling stock to
be transferred from location i to location j.
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5.2.1 Numerical Example

To keepthe analysis tractable we assume the simple scenario wierdérain driver can seleabne of the
following actions to accelerate with rated pa 7i , to keep a constant speedo( T Fi or to
decelerate with @ pa fi .Increased granularity fahe acceleration strategies can be also ptial

at the cost of increased computational complexityitially the train located at the train statiow ) and

its position is described through stat¥ with 0 1 7i . During the first stage of theroblem the driver
selects an acceleratiostrategyfrom the seto ¢ hd RO . Itis obvious that if the driver is ai and
selectseither @ or & will remain hthe same positionin the second stagafter observing itstatus a

new acceleation strategy isadoptedand the value function is calculated. The same process is repeated
over afinite time horizon.

Figure7 ¢ State transition diagram.

In order to solve the MDPBroblem,the transition matrix0 is first defined.As shown irError! Reference
source not found.when the train is in positiomhQ 118 FE its speed tales values in the b 8 f
where for simplicity we assume thathQ m8 hd with O N ¥. In the next step all states defined
through thetuple wh) are numerated. r example, for¢ T andd@ ¢ the possible states are
defined as follows:

YN G YN G
YN G YN G
YN G YN G
YN G YN G
YN G YN G
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In the general caseyhere the system is iposition with speedv its statewill be denoted as™Y with
Q Qp & pzQ

When the actiorw pa Ti is adopted the transition matriwill be given by:
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<
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It should be noted that for simplicity the termination state is not depicted.

A smilar matrix can be determined fo d,

0 dig
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1-p

1-p

1-p
1-p

and q,

1p

0
0

0 1p

The reward matw can be easily determined by assigning a positive wahen an action is successfully

appled and a large negativevalue when tle sameaction results in an event that violates normal

operating conditions (speed limit violatiorlf. the system is optinsed for minimum traveling time, the
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positive rewards may be associated with the speed of th@t In case where the system is optad for
energy efficiency rewards are associated with the traction effort (i.e mairttie total number of
instances where a positive acceleration has been applied

From the above it is clear that the number dhtes increases with the available actions leading to
increased computational cost. A comparison between the MDP linear programming model, the MDP
value iteration approach modified to handle sparse matriced e MDPGaussSeidelmodels is given in
Table6

Table6: CPU time for various MDP models ( andO )

MDP value iteration
modified for sparse | MDP Gaus$Seidel
matric

MDP Linear
programming

CPU time 0.8125 0.011 0.0156

We observe that the MDP approach modified for sparse matric manipulation outperforms the others.

5.2.2 Accelerating convergeeby redudngthe state space

Although the MDP model can be successfully used to identify the optimal actions that should be adopted
it is suffers increased computational complexity. To reduce this complexity, the available strategy can be
reduced seleéhg only those acceleration piitds that appear in the system with high probability. To
achieve this clustering tecigues can be applie€Clustering is unsupervised learning that assigns labels to
objects. Sets, partition matrices, and/or cluster prgtpés may be mathematically repersted by cluster

LI NOAGA2yad {SldzSyadAalf OfdzZ2dSNAYy3I oaAy3atsS tAyll =
easily implemented but computationally expensive. Partitional clustering can be based on Uy, f
probabilistic, or noise chiering models. Cluster prototypes can take many forms such as hyperspheric,
ellipsoidal, linear, circles, or more complex shapes. Relational clustering models find clusters in relational
data. Complex relational clusterart be found by kernedation. Clster tendency assessment finds out if

the data contain clusters at all, and cluster validity measures help identify an appropriate number of
clusters. Clustering can also be done by heuristic methods such as toegsaiting.

For exampledriving profies with similar characteristiosith similar characteristics can be clusterda

be able to group routes that are similar requires each route to be represented by a feature vector in the
same ndimensional space. For dacoute the mean values for Tempeuae (T1 and T2), Velocity, and

CO2 Level were computed. Three different feature vectors ([T1, T2], [T1, T2, CO2], [T1, T2, Velocity, CO2]]
were used as inputs into four different clustering Algorithms (KMeans, Birci) Ebiit, DBSCANBRased

on this aproach the MDP model will include in the action set values that belong in the same cluster.

5221 KMeans

KMeans is a generplrpose clustering algorithm and it is considered as one of the best. KMeans needs
to be given the nmber of clusters. As experimentatiat was decided to run three different scenarios.
One for 2 clusters, another one for 3, and lastly, one for 4 clusters. The results produced from this
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algorithm are presented ifrigure8. Because one of the feature vectors has four attributes and a 4
dimensional space cannot be visgatl, Principal Component Analysis (PCA) was used, for dimensionality
reduction, so visuadation of the clustering could be possible.

KMeans, Feature Vector: [T1, T2], {X marks centroids)
Full Route
2 CLUSTERS 3 CLUSTERS 4 CLUSTERS

Up Route
2 CLUSTERS 3 CLUSTERS. 4 CLUSTERS

Down Route
2 CLUSTERS 3 CLUSTERS 4 CLUSTERS

Figure8: KMeans, Feature Vector: [T1, T2]
5.2.2.2 Birch

Birch was the second clustering algorithm that was chosen to experiment with. It has been proven
scalable and even although it is slower than KMeans, it is faster than almost any other clustering
algorithm. As Birch algorithm can be fed with the numbecloisters, the same methodology as the one
F2N) YYSIya 61 & dzaASR® ¢KS LX 2G4 2F GKS Of dZAGSNAY
category, are presented fRigure9.

Birch, Feature Vector: [T1, T2]
Full Route
2 CLUSTERS, 3 CLUSTERS 4 CLUSTERS

Up Route
2 CLUSTERS 3 CLUSTERS 4 CLUSTERS

Down Route
2 CLUSTERS. 3 CLUSTERS 4 CLUSTERS

Figure9: Birch, Feature Vector: [T1, T2]
5.2.2.3 Mean Shift

Mean shift was the next clustering algorithm that it was used. The main difference observed when
compared to KMeans and Birch is that the number of clsstenot provided to the algorithm. On the
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contrary, the number of clusters has to be discovered by the algorithm. For that reason, the experiments
with Mean Shift algorithm were restricted only to different feature vectors and different route categories.
Theresults produced by the the Mean Shift clustering algorithm are showmgurel0.

MeanShift, Feature Vector: [T1, T2] (X marks centroids)
Full Route

Up Route

Down Route

Figurel0Mean Shift, Feature Vector: [T1, T2]

5.2.3 NumericaExample

The optimal driving profiles using th@DP approach for the Reims tramway use case are showigure
11landFigurel2. To keep the analysisactable,we assume that the possible set of acceleration levals fo

the rolling stek ranges betweenl-1m/s"2 with step 1m/s2"We observe that the driving profiles
calculated through the MDP model and the measurements have similar trends. The difference lies in the
acceleration granularity step which for the MDP modeswlm/s"2. By ineasing granularity better
matching is expected.

50

100
150

> 200
250
300

350

400
50 100 150 200 250 300 350 400

X
Figurell The REIMS tramway maglong with the trajectory of the train
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10
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0 - 26 4‘0 EIO 80
time (s)

Figurel2 Comparisons between measurements angtimal driving profiles using the MDP

framework for the part route from station 8 to station 9.

5.3 Intunnel Localisation system

The above models require knowledge of the position of train at every time instant so that the appropriate
action is appliedPureLiFi has designed aimdplemented an LiFi based-innnel localisation system. This
section presents the system specification, test plan and test results collected.

5.3.1 System requirements

The localisation system is required to determine the position oftthie within a tunnel ad relay this
information to a subscriber located dvoard of the train.Table7 shows the system requirements of the
PoC system.

Table7: System requirements

Parameter Value Notes
Distance betweerunnel 5m -
ceiling and top of the

carbody

Maximum speed of the trair 50 km/h | During the testing, the maximum permissible
speed shall be evaluated.

Number of LiFi APs 3 Mounted on the tunnel ceiling

Number of LiFi STAs 1 Mounted on top of the train

Cammunication protocol to | MQTT
forward location
information

5.3.2 System specification
¢tKS [ACA oFaSR t20FftAalriAz2y &2t dinhdogalsysttmie &SR 2y
specified in detail in Deliverable 2.2.

5.3.2.1 Principle of operation
For this slution, the APs are mounted on the ceiling of the tunnel. The luminaires installed with the APs
produce a 66 degree cone angle downlight.
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On the train side, a Raberry Pi computer and the LiFi STA are mounted on top of the train. As the train
passes undea LiFi AP, the STA captures a beacon periodically transmitted by the AP. This beacon includes
the MAC address of the AP, which is unique to each AP. This Mi&Ssithformation is received at the
MQTT subscriber where the location can be determined tasethis.

In order to accurately detect the location of the train, it is crucial that at least one beacon is transmitted
while the LiFi STA is within the LiHl.ce

5.3.2.2 Localisation accuracy

The accuracy of the system is dependent of the cone angle of thelgpgw In principle, the system is to

be designed such that there are no overlaps between the coverage areas of each lamp. This ensures that
only one AP MAC adeks can be reported at any given locatibigurel3 below siows the geometry of

the proposed system.

Tunnel ceiling

66" L

5m

6.5m

Train carriage SOk N N

Figurel3: Geometry of localisation sysm

It can be seen that with the standard LiFi XC lamp, the location can be determined with a 6.5m resolution.

In order to ensure that the STA alys identifies the location of the train successfully, the beaconing
period of the AP has been reduced to 1.28rAs a result, a train travelling at a speed of 50km/h will see
at 365 beacons from a single AP, worst case. Therefore the requirement to eaptieast one

beacon/AP at 50km/h is satisfied.

5.3.2.3 System architecture
Figurel4 below illustrates the system architecture.
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Optional

Cloud/Internet

Raspberry pi
MQTT publisher

MQTT Subscriber

Figurel4: System architecture

The LiFi Station is connected with a ptasry Pi computing device that is capabledetecting the MAC
address of access point and update that information via MQTT commands. A python script (msg_send.py)
is the command used to publish the message to the MQTT subscriber.

The MQTT subscriberdsed as broker of the system. mosquitto_stild ¢ 2 LJA O¢ O2 YYIF YR Ol y
subscribe the messages.

JSON is an open standard format that uses huneadable text to transmit data objects consisting of
attributeqvalue pairs. The detected MAC address imfation is packed with this JSON format and tan
be processed in the subscriber side of the system.

5.3.3 Test plan

5.3.3.1 Test I¢ Functional test
The purpose of this test is to verify that the STA can successfully detect and report the MAC address of
the AP it iurrently under.

The test sewp is shown irFigurel5 below.
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6.5m i
AP2 AP3

Raspberry pi ¢ >

MOQTT publisher

MQTT Subscriber § t
Ethernet connection

Figurel5: Functional test seup

3 APs are satp with 6.5m spacing between the centre points. The LiFi end®déegpberry Pi is omected
to a laptop acting as the MQTT subscriber. Using a simple script, the MAC address of the AP can be
requested and printed.

To verify the system functionality, the STA must be moved between the coverage areas of the APs, and it
mustbe verified thatthe MQTT subscriber can pull the correct MAC address.

5.3.3.2 Test 2¢ Maximum achievable speed

This test is used to confirm the maximum speed of the train that can be detected by the tracking system.
The train must spend a certain time under AR to establish ta MAC L2 LiFi connection. The aim of this
test is to find the minimum time of required for this connection establishment process.

The following test procedure shall be used:

1. Disable LiFi functionality of AP1

2. Move the STA under AP1

3. To simuate the train moement, enable and disable LiFi functionality (beaconing) for a short
period of time

4. Verify that the location information was updated

5. wSLISIG GKS 102@S aidSLA 6AGK RAFFSNBYy(Od adhbe G
that results in detectionthe maximum speed of the train can be determined.

Following command can be used for step 3:
Lifict-LJH T &f SSLI) aRdp GA2Y Ay a¢T fAFAOGT
5.3.4 Testresults

534.1 Test 1¢ Functional test
The STA was moved between AP1, 2 and 3. In total 3®karslwere executedifter each handover, a

successful MAC address update was observed.
The functional test was successful.
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5.3.4.2

Test 2¢ Maximum speed test
The STA was placed under an AP, the LiFi functionality of the AP was enabled for a short period of time
before disabling agai The actual on duration was measured (due to expected variation between the

requested and the actual ON duration).

For each duration, the ORFF test was repeated 20 times. Treble8 summarises the observed results.

€5hift Rail

Theoutput of the test script for the 25 and 20 ms cases is shovihamppendix

Table8: Maximum speed test, test results

Requested Measured Corresponding Successful Failed Pass/Fail
duration (ms) | duration (ms) | train speed detection detection
(km/h)
150 181 129 20 0 Pass
100 135 173 20 0 Pass
75 105 223 20 0 Pass
50 80 292 20 0 Pass
25 59 397 20 0 Pass
20 30 780 19 1 |Fail
IN2DWP6D-UBR014-03 06/12/2019
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6/ 2yOf dzar2ya

The objective of this deliverable was to develop solutions that are in line ittt ¢ Ly G St £ A 3 S
paradigm enabling the operation of the rolling stock in an autonomous mode (driverless trains). To
achieve this, an offine modelling framework based on Data Envelopment Analysis and an online based
on Markov Decision Process thatma at identifying the optimal driving styles in terms of energy
efficiency of an operational tramway system has been developethain limitationof these approaches

is related to their increased computational complexity. To address this, DEA and MD&dmetbre
coupled with machine learning techniques to reduce the complexity of the ILP formulations. An additional
challenge was associated with tpesitioning of the rolling stock under both line of sight and #iae of

sight scenarios. This problem Hasen resolved through the development of a positioning solution based
on low cost LiFi technology assist in optimising the operation of the raiystegm.Preliminary results
indicate that the proposed approach can reduce the energy consumption in raslgsgms by 10%.
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In2Dreams Beacon Detection Script

Test Date2019-09-05T16:34:40
The AP's are swithced from lifigtl to lifictl-p1
Test Iteration with on off time interval set to 0.020

Test 1 expected 0:4:7d:ad:53:c9
Test 1 recorded 0:4:7d:36:76:41
Test 1 Tesbtatus FAILED

Test 2 expected 0:4:7d:36:76:41
Test 2 recorded 0:4:7d:36:76:41
Test 2 &st Status PASSED

Test 3 expected 0:4:7d:ad:53:¢c9
Test 3 recorded 0:4:7d:ad:53:¢c9
Test 3 Test Status PASSED

Test 4 expected 0:4:7d:36:76:41
Test 4 recorded 0:4:7d:36:74a:
Test 4 Test Status PASSED

Test 5 expected 0:4:7d:ad:53:¢9
Test 5 recorded 0:4:7d:&&8:¢c9
Test 5 Test Status PASSED

Test 6 expected 0:4:7d:36:76:41
Test 6 recorded 0:4:7d:36:76:41
Test 6 Test Status PASSED

Test 7 expected 0:4:7d:ad:53:¢9
Test 7recorded 0:4:7d:ad:53:¢c9
Test 7 Test Status PASSED

Test 8 expected 0:4:7d:36:76:41
Test 8 recated 0:4:7d:36:76:41
Test 8 Test Status PASSED

Test 9 expected 0:4:7d:ad:53:¢9
Test 9 recorded 0:4:7d:ad:53:c9
Test 9 Test Status PASSED

Test 10 expected 0:4:763F6:41
Test 10 recorded 0:4:7d:36:76:41
Test 10 Test Status PASSED
Test 11 expected 0:4:7d:&3:c9
Test 11 recorded 0:4:7d:ad:53:c9
Test 11 Test Status PASSED
Test 12 expected 0:4:7d:36:76:41
Test 12 recorded 0:4:7d:36:76:41
Test 12 Test Status PASSED
Test 13 expected 0:4:7d:ad:53:c9
Test 13 recorded 0:4:7d:ad:53:¢c9
Test 13 Test Status PASSED
Testl4 expected 0:4:7d:36:76:41
Test 14 recorded 0:4:7d:36:76:41
Test 14 Test Status PASSED
Test 15 expected 0:4:7d:ad:53:¢c9
Test 15 recorde@:4:7d:ad:53:¢c9
Test 15 Test Status PASSED
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Test 16 expected 0:4:7d:36:76:41
Test 16 recorded 0:4:7d:36:76:41
Test 16Test Status PASSED

Test 17 expected 0:4:7d:ad:53:¢c9
Test 17 recorded 0:4:7d:ad:53:c9
Test 17 Test Status PASSED
Test 18 expected 0:4:7d:36:41
Test 18 recorded 0:4:7d:36:76:41
Test 18 Test Status PASSED
Test 19 expected 0:4:7d:ad:53:c9
Test 19 recorded:8:7d:ad:53:¢c9
Test 19 Test Status PASSED
Test 20 expected 0:4:7d:36:76:41
Test 20 recorded 0:4:7d:36:76:41
Test 20 Test Status PASSED
TheRequested On Off Interval 0.020 equates to an actual interval of 30ms

Test Iteration with on off time interval set ©.021

Test 1 expected 0:4:7d:ad:53:¢9
Test 1 recorded 0:4:7d:36:76:41
Test 1 Testt&tus FAILED

Test 2 expected 0:4:7d:36:76:41
Test 2 recorded 0:4:7d:36:76:41
Test 2 Test Status PASSED
Test 3 expect0:4:7d:ad:53:¢c9
Test 3 recorded 0:4:7d:ad:53:c9
Test 3 Test Status PASSED
Test 4 expected 0:4:7d:36:76:41
Test 4 recorde:4:7d:36:76:41
Test 4 Test Status PASSED
Test 5 expected 0:4:7d:ad:53:¢9
Test 5 recorded 0:4:7d:ad:53:c9
Test 5 Test Status PASSED
Test 6 expected 0:4:7d:36:76:41
Test 6 recorded 0:4:7d:36:76:41
Test 6 Test Status PASSED
Test 7 expected 0:4:7d:ad:53:c9
Test 7 recorded 0:4:7d:ad:53:¢c9
Test 7 Test Status PASSED
Test 8 expected 0:4:7d:36:76:41
Test 8 recorded 0:4:7d:36:76:41
Test 8 Tesbtatus PASSED

Test 9 expected 0:4:7d:ad:53:¢9
Test 9 recorded 0:4:7d:ad:53:¢c9
Test 9 Test Status PASSED
Test 10expected 0:4:7d:36:76:41
Test 10 recorded 0:4:7d:36:76:41
Test 10 Test Status PASSED
Test 11 expected 0:4:7d:ad:53:¢c9
Test 11 recorded 0:4:7d:&8:c9
Test 11 Test Status PASSED
Test 12 expected 0:4:7d:36:76:41
Test 12 recorde@:4:7d:36:76:41
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