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9ȄŜŎǳǘƛǾŜ {ǳƳƳŀǊȅ 
The main objective of WP2 in IN2DREAMS is to provide a communication platform that will be able to 

interconnect a growing number of devices (metering devices, sensors and smartphones) located either 

on-board of trains or at the trackside with the Open Data Management (ODM) platform. 

The objective of this deliverable, in the scope of Task 2.3 of WP2, is to describe the architectural and 

functional definitions as well as specifications and implementation for:  

i) the overall IN2DREAMS ground to OSS communication,  

ii) the integrated optical and computing infrastructure design and evaluation,  

iii) the wireless backhaul technologies (wireless and optical) with emphasis on Free Space Optics and 

mmWave links 

iv) the wireless access technologies (optical wireless and wireless connections) including a 5G access 

network that has been deployed at UNIVBRIS testbed facilities.  

Emphasis is given in supporting an environmentally friendly, energy efficient solution. For this reason, 

several optimization models have been developed aiming at reducing the energy consumption of the 

overall solution. Global optimization of the integrated and converged infrastructure is targeted with the 

objective to increase functionality, capacity, and flexibility and decrease the capital and operational costs.  

In addition to the architectural design, operational considerations concentrating on the requirements for 

the provisioning of end-to-end services are also applied. The overall solution has been implemented and 

tested in a realistic environment considering all technology domains adopting software defined 

networking and network function virtualization principles 
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!ōōǊŜǾƛŀǘƛƻƴǎ ŀƴŘ !ŎǊƻƴȅƳǎ 
Abbreviation Description 

BBU Base Band Units 

CAPEX Capital Expenditures (CAPEX) 

CBM Condition-Based Maintenance 

CBTC Communications Based Train Control 

CDPI Control to Data-Plane Interface 

C-RAN Cloud-RAN 

DC Data Centres 

DMP Data Management Platform 

EMU Electric Multiple Unit 

EU European Union 

FH Front Haul 

FSO Free Space Optics 

GA Grant Agreement 

GPP General-Purpose Processors 

H2020 Horizon 2020 framework programme 

HH Half-Hour 

ICT Information and Communication Technology 

ILP Integer Linear Programming 

IoT Internet of Things 

LPF Low Pass Filter 

LTE Long-Term Evolution 

MIMO Multiple-Input Multiple-Output 

MQTT Message Queuing Telemetry Transport 

MZM Mach-Zehnder Modulator 

https://en.wikipedia.org/wiki/Electric_multiple-unit
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Abbreviation Description 

M2M Machine-to-Machine 

NFV Network Function Virtualization 

NFVI Network Function Virtualization Infrastructures 

OCC Operations and Control Centre 

ODL OpenDayLight 

ODM Open Data Management 

OMS Outage Management System 

OPEX Operating Expense 

PNF Physical Network Functions 

PTP Precision Time Protocol 

QoS Quality of Service 

REST Representational State Transfer 

RH Radio Heads 

SDD Spectral Direct Decoding 

SDN Software Defined Networking 

TEA Techno Economic Assessment 

ToU Time-of-Use 

VNF Virtual Network Functions 

VOQ Virtual Output Queues 

JU Shift2Rail Joint Undertaking 

WDM Wavelength Division Multiplex 
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1 LƴǘǊƻŘǳŎǘƛƻƴ 
Information and Communication Technology (ICT) platforms for future railway systems are expected to 

support a wide range of applications with highly variable performance attributes covering both 

operational and end-user service requirements. These platforms are expected to offer services ranging 

from delay sensitive video to infotainment services, and from best effort applications to ultra-reliable 

ones such as M2M (Machine-to-Machine) communications. An important consideration in the design of 

these platforms is the very high mobility of train transportation systems beyond 2020 that in many cases 

may exceed 500 km/h. In addition to high mobility scenarios, connectivity for zero to low mobility cases 

(interconnecting devices at stations and substations) must be also supported. Other applications, such as 

remote maintenance of rolling stock and remote processing will have central role in future railway 

platforms [5G Vision].   

In response to these challenges, we propose an advanced communication platform enabling connectivity 

between a variety of monitoring devices and computational resources through a heterogeneous network 

infrastructure integrating wired and wireless network technologies. This infrastructure offering enhanced 

throughput, safety and security features is able to support the needs for rail signalling systems (on-board 

and ground) and M2M communications. It can be also used to support Mission Critical (MC) services 

defined in the Future Railway Mobile Communication System (FRMCS) including voice and data 

connectivity as shown in Figure 1. 

 
Figure 1: Rail critical services: operational voice, On-board and ground signaling. 

 
To achieve this, IN2DREAMS takes advantage of core 5G network technologies such as SDN and NFV to 
support the current and future needs of railway and public transport operators. Based on SDN/NFV 
solutions, costly, legacy network components that are available in railway network infrastructures can be 
removed, dramatically improving operational efficiency and powering new services and business models. 

The IN2DREAMS solution aims at providing a full SDN/NFV compliant network technology that allows 
railway operators and rolling stock manufacturers to modernize their infrastructures at the right time. By 
replacing elements of proprietary infrastructure with open-standards-based and virtualized infrastructure, 
it becomes possible to lower service delivery costs, bring new services to market faster, and adopt new 
technologies.  

In the following subsections, the ground-to-occ technologies considered in IN2DREAMS tested either at 
real operational environments or in lab are presented. Emphasis is given on the following segments: 

 

¶ The Free Space Optics (FSO) technology used to interconnect the trackside elements,  
¶ The wired optical network used to provide backbone connectivity  

¶ The control plane solution used the management of the overall infrastructure that is also 
responsible for the creation of the associated slices allocated to the specific services.  
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An overall view of the scenario considered in the In2Dreams project along with and Key Technology 

Components is shown in Figure 2 
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Figure 2: Converged Heterogeneous Network and Compute Infrastructures supporting railway 
services: Use case where data are collected from various devices (1) are transmitted over a 5G 

network (2) to the cloud based data management platform (3). 

 

2 5ŀǘŀ ǇƭŀƴŜ ǘŜŎƘƴƻƭƻƎƛŜǎ 

2.1 Optical Wireless communications system 
The last few years, Free Space Optics (FSO) technology is an ideal solution for modern networks desiring 

maximum signal/data security and speed and can fully cover modern communication network 

requirements between train busses and train stations. An FSO system is a point to point technology that 

uses a narrow laser beam through the air to send data and offers full duplex 2.5Gbps Gigabit Ethernet 

throughput. The main advantages of such technology are the high data rates they can achieve and the 

relatively low installation and operational cost. Furthermore, FSO systems are license free so they are 

ideal for locations where radio interference and congestion make installation of radio frequency 

alternatives impossible. Their successful presence in demanding applications and networks such as High 

Frequency Stock Trading and real-time Military Theatre of Operations, can guarantee high performance, 

reliability and security for train network applications. FSO systems are also deployed in locations where 

radio frequency interference of transmissions could present a safety hazard such as in airports and critical 

public infrastructure facilities. Optical communications are virtually impossible to intercept and are not 

susceptible to RF interference of eavesdropping. They are inherently highly secure for data and digital 

video transmission. Although such systems where used for fixed transmitters and receivers, due to 

modern tracking techniques they can also be used between mobile transceivers, so links between train 

busses and train stations or even between mobile trans-receivers, e.g. trains can be deployed. So, FSO 
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systems will provide communication networks with high performance, availability and security that will 

meet the modern and future requirements of rail environments.  

2.1.1 General Technical Specifications 

FSO systems use low power laser beams up to 200mW for distances up to 5km depending on the 

atmospheric conditions of the area. More specifically a typical FSO system can deploy links of ~5km with 

attenuation 3dB/km, ~1.5km at 10dB/km and ~1km at 17dB/km.  

The wavelengths that are usually used by FSO links are 1550nm and 850nm. Such wavelengths have the 

advantage of relatively low absorption due to atmosphere and the same wavelengths are also used in 

optical fibre communications so it is easy to match with all optical components an FSO link with an optical 

fibre link without need of converting the wavelength of the signal. The wavelength of 850nm is also used 

by IR LED so the information can be loaded and transmitted in IR LED system that operates in such 

frequencies. The transverse radius of the beamwidth at the receiver is not more than 1m, so multiple 

laser beams can be used in a small area without any interference. This narrow beamwidth offers high 

security as it is difficult to intervene to the beam without distorting it and at the same time being 

perceived. Such system also offers very low latency, less than 20ns. The power consumption of a typical 

FSO system is less than 50W and such a low consumption is vital for mobile communications link e.g. 

between trains. Additionally, the operating temperature lies between -40ºC and 70 ºC, so they can be 

applied in almost every European city. 

Table 1: Technical parameter values of an FSO system 

Technical parameters Typical Values 

Wavelength 1550nm / 850nm 

Beam Power ~200mW 

Latency <20ns 

Power Consumption <50Watts 

Operating Temperature -40ºC and 70 ºC 

Bit Error Rate (BER) ~10-10 

FSO systems have multi-protocol support and are compatible with IEEE 1588 precision time protocol 

(PtP). Another important feature of FSO systems is the clock and data recovery (CDR) for daisy chaining 

and also offer cascadable back-to-back operation for extended links. A typical FSO system uses the 

protocols presented in the Table 2.  

Table 2: Protocols used by FSO systems [1]-

[3]Protocol 

Data Rate 

Fast Ethernet 125Mbps, full duplex 

OC-3/STM-1 155 Mbps, full duplex 

Gigabit Ethernet 1.25 Gbps, full duplex 

OC-12/STM-4 622 Mbps, full duplex 
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The element management and control, contains a network or USB management interface and modern 

systems also contain an embedded SNMP card. The software that is installed with the FSO system can 

monitor and in some cases control critical parameters such as received signal strength, power supply 

voltages, laser currents, power and temperatures, clock recovery/sync status and network interface signal 

status. 

2.1.1.1 Advantages  

High Performance, reliability and availability 

FSO systems are already commercially used for sending up to 1.25Gbps of data, voice and video 

simultaneously through the air and in the near future will be capable of speeds of 10Gbps using 

wavelength division multiplex (WDM), a widely used multiplex technique in optical communications. 

OFDM can also be used, a technique with high impact in communications. FSO systems can cover 

distances up to 4Km maintaining the high performance. This distance can be extended in case of use of 

either amplify and forward (AF) or decode and forward (DF), relays. Due to the high bit rate they can 

achieve it is easily feasible to reduce it for increased availability in case external factor degrade the quality 

of the channel. Concerning the availability of an FSO system, they are able to reach the five 9's (99.999%). 

Low Cost 

Another important factor of FSO systems is the very low cost that offers fast and high return of 

investment (ROI). The low cost is also resulting from the low power that needs, up to a 100mW for a 

distance of 3Km providing high performance and reliability. Furthermore FSO technology is spectrum 

license free and can be deployed behind windows, eliminating the need for costly rooftop rights. The cost 

for an FSO system (transmitter-receiver) iǎ ōŜǘǿŜŜƴ млΦлллϵ ŀƴŘ нрΦлллϵΦ 

High security 

The installation of an FSO system in a railway network will offer high level of communication security. Due 

to the narrow beamwidth of the laser beam, the intruder will have to expose himself or his equipment in 

order to intercept a portion of the transmitted power without bringing down the link. Furthermore, if an 

amount of the signal power is intercepted, the power at the receiver will significantly change of will be 

distorted. The most vulnerable area of potential interception in an FSO system is behind the transceiver. 

Because the incident beam of light has a larger cross-section that the lens of the receiver, the laser beam 

continuous to propagate behind is for some distance. An intruder could conceivably mount an 

unauthorised receiver in this area. This way can be solved by placing a blocking shield behind the 

transceiver. Except of high level security of the physical layer, FSO systems use special encryption 

schemes  as the Fastlane KG-189, Taclane KG-75/175 (NSA Type 1) and all the AES and Triple DES 

encryption systems. 

Safety 

Safety in FSO systems can be a concern because the technology uses lasers for transmission. The proper 

use and safety of lasers have been discussed for more than 3 decades. The major concern involve the eye 

exposure to light beams so strict international standards have been set for safety. Nowadays all lasers of 

FSO systems are Class 1M that are safe for the naked eye. Furthermore all FSO systems comply with the 

following standards [29], [30]: 
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- International Laser Standard IEC 60825-1/A2:2001 

- European Standard EN 60825-1/A2:2000,DIN VDE 0837-1A/2 

- IEC/EN 60825-7:1998 

- DIN V VDE V 0837-7:1999 

- US user Standard ANSI Z 136.1, CDRH 21DRF 
 

2.1.1.2 Challenges and enhancement techniques 

The primary challenge to FSO based communications is dense fog due to the size of water droplets. Rain 

and snow have little effect of FSO technology. A solution to counter fog when deploying FSO systems is to 

install relay nodes between the transmitter and the receiver, known as multihop technique. These relay 

nodes can be AF nodes or DF. AF offers a simple and low delay solution while DF nodes are more effective 

and reliable[4], [5]. FSO installations in extremely foggy cities such as San Francisco have successfully 

achieved carrier-class reliability. 

Another factor that degrades the performance of an FSO system is the misalignment due to building sway. 

The movement of buildings can upset receiver and transmitter alignment. A solution is the use of 

divergent beam to maintain connectivity. When combined with tracking, multiple beam FSO systems 

provide even greater performance and enhanced installation simplicity. 

Finally, turbulence is another factor that affects the reliability and availability of the system. Heated air 

rising from the earth or man-made devices such as heating ducts, create temperature and pressure 

variations among different air pockets. This causes fluctuations in signal irradiance at the receiver, the so-

called scintillation effect (i.e. similar with the fading channels in RF). Such fluctuations are very fast and 

intense and can't be predicted. So theoretically this phenomenon is investigated statistically. In order to 

reduce the impact of turbulence, the signal can be sent multiple times, a technique known as diversity. 

Most of the times, diversity is realising in space, in time or in wavelength. In the spatial diversity scheme, 

the FSO system uses multiple transmitters and/or receivers at different places that send and receive 

copies of the same signal, resulting to a decreased probability of error [6], [7]. In time diversity schemes, 

there is only one transmitter ς receiver pair, but each piece of the information signal is retransmitted at 

different time slots. Finally, the wavelength diversity system uses a composite transmitter and the signal 

is transmitted at the same time at different wavelengths towards a number of wavelength-selected 

receivers.  

A technique that can always be used in order to enhance the performance of an FSO system is OFDM-FSO 

Transmission Link Incorporating OSSB and OTSB Schemes. By introducing the OFDM scheme, an effort has 

been made to probe the impact of the environment conditions and to design a high speed and long reach 

FSO system free from fading. It is concluded that hybrid OFDM-FSO system performs better in diverse 

channel conditions and upon comparing both OSSB and OTSB schemes OSSB performs better than OTSB 

at high data rate as it has more immunity against fading due to weather conditions. 

Another enhancing technique is the SAC OCDMA Based FSO System [8], [9]. Spectral Amplitude Coding 

Optical Code Division Multiple Access technique is used in FSO system by the researchers. This 

multiplexing scheme has several advantages like flexibility of channel allocation, asynchronously operative 

ability, privacy enhancement, and network capacity increment. KS (Khazani-Syed) codes are used with 

SDD (spectral direct decoding) technique. An optical external modulator (OEM) is used to modulate the 

code sequence with data. The data is an independent unipolar digital signal. Mach-Zehnder Modulator 
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(MZM) is used and combination of modulated code sequences is transmitted through the FSO link and 

these sequences are separated by an optical splitter at the receiver end. The overlapping chips are 

discarded to avoid the interference at receiver end and decoder will only filter the non-overlapping chips. 

Optical band pass filters serve the purpose of encoders and decoders. A low pass filter (LPF) is used to 

recover the original data. The performance of this system with SDD technique is analysed along with FSO 

system using intensity modulation with direct detection technique. SDD technique performs better and 

the link distance is increased. 

Table 3: Performance of a commercial FSO system [3], [4] 

Weather Data Rate Link Distance 

Clear 2Gbps 10km 

 5Gbps 6km 

Low Haze 2Gbps 5.4km 

 5Gbps 3.4km 

Low Fog 2Gbps 1.35km 

 5Gbps 1km 

Another factor that decreases the performance of an FSO system is the optical noise of the sunlight at the 

reŎŜƛǾŜǊΩǎ ƛƴǇǳǘ ǘƘŀǘ ŘŜǘŜǊƛƻǊŀǘŜǎ ǘƘŜ ǎƛƎƴŀƭ ǘƻ ƴƻƛǎŜ Ǌŀǘƛƻ ό{bwύ ƻŦ ǘƘŜ ƻǇǘƛŎŀƭ ƭƛƴƪΦ ! ǾŜǊȅ ǎƛƎƴƛŦƛŎŀƴǘ ŜŦŦŜŎǘ 

that increases the noise of an FSO system is the background optical noise with the main source being the 

sunlight radiation that is difficult to be avoided. A robust technique for reducing the effect of background 

ƴƻƛǎŜ ƛǎ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴ ƻŦ ƻǇǘƛŎŀƭ ŦƛƭǘŜǊǎ ŀǘ ǘƘŜ ǊŜŎŜƛǾŜǊΩǎ ǇƘƻǘƻŘƛƻŘŜ ƛƴ ƻǊŘŜǊ ǘƻ ŘŜŎǊŜŀǎŜ ǘƘŜ ǿŀǾŜƭŜƴƎǘƘ 

range received that is not used for data transmission. The SNR improvement, due to the VO2 optical 

ōŀƴŘǇŀǎǎ ŦƛƭǘŜǊΣ Ƙŀǎ ŀƭǊŜŀŘȅ ōŜŜƴ ŜǎǘƛƳŀǘŜŘ ǘƘŜƻǊŜǘƛŎŀƭƭȅ ŀƴŘ ǾŜǊƛŦƛŜŘ ŜȄǇŜǊƛƳŜƴǘŀƭƭȅΦ ɹǘ ǿƻǊƪǎ ōȅ 

reflecting unwanted wavelengths. In comparison to interference filters, VO2 is a simple layer and this 

makes fabrication of VO2 filter simpler and economically viable [10]-[13]. 

2.1.2 System Analysis 

2.1.2.1 FSO network for ground to ground communication 

 

The railway network from Redhill to Leigh (26Km) can be fully covered using roughly 10 FSO transceivers. 

These FSO systems can be placed in the train stations between Redhill and Leigh (Nutfield, Godstone, 

Edenbridge, Penshurst).  Due to the high humidity of the area, the distance between the FSO nodes could 

be shorter, so a few more nodes will be required. This FSO network will provide fast, reliable and secure 

data flow between all the train stations.  
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Figure 3: Communication coverage of railway network between Redhill and Leigh using FSO systems 

 

Figure 4: Satellite View of the Area 

According to the satellite view, the area is flat and the railway network has almost no turns. So it will be 

easy to deploy an FSO system that require line of sight. In addition, the high density of trees could cause 

high attenuation in RF communications due to high absorption of the water in such frequencies, so the 

LoS optical wireless communications could provide the best solution in this area. The FSO transceivers and 

relay nodes can be easily installed and powered along the rail network in the already existing 

communication network of the area. The height of the trees is only a few meters so it is feasible to deploy 

the FSO network above them.  

 
Figure 5: Existing power and communication network 

Furthermore, it is important to notice the presence of an airport in less than 1km near the rail network. 
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Figure 6:  Redhill Airport 

Therefore, in this area it is preferred not to use other RF communication systems apart from these of the 

airport for security reasons to avoid possible interference.  As long as the distance between the stations is 

more than 5km, more FSO transceivers or relay nodes can be placed between these stations, applying a 

multi-hop technique. The relay nodes can be either Amplify and Forward (AF) of Decode and Forward 

(DF). In case of AF nodes, the signal is just amplified and retransmitted to the next FSO system. This 

technique has low cost and low complexity but also has low performance as the noise is also amplified 

with the signal. On the other hand, DF nodes, have significantly better performance as the signal is firstly 

decoded and then retransmitted but their complexity add more delay to the system. 

While the train passes through a tunnel, the RF signal becomes very weak or in some cŀǎŜǎ ŎŀƴΩǘ ŜǾŜƴ 

penetrate. So, the communication may be interrupted without using multiple antennas in the tunnel.  

Optical communications may solve this problem by using the already existing tunnel lighting as visible 

light communication (VLC) transceivers communicating with the respective lights of the train. Therefore, 

in a long tunnel there is no need for placing FSO transceivers inside, only in the entrance and in the exit, 

creating a cascaded FSO-VLC system. The signal conversion between the FSO and the VLC system has low 

complexity and delay. Furthermore, the optical signal of the FSO transceiver can be easily converted to 

drive internal WiFi or LiFi systems of the train. So, when the train passes through tunnels there will be no 

reduction of the quality of service if the FSO transceiver is placed in the tunnel.   

2.1.3 Validation and Experimental Data 

2.1.3.1 General characteristics of the experimental FSO link 

 

Several FSO experimental links have been deployed in order to verify the high performance and the 

security they can offer in a communication system. Concerning Ground-to-Ground wireless optical 

communications, a commercial FSO system has been installed for research purposes in the city of Piraeus.  

 



 

 
 
IN2D-WP2-D-UBR-013-02   09/12/2019 Page 19 

Contract No. 777596 

 

 
Figure 7:  3D view of the link 

An extensive study of weather parameters of the area is required before installing the FSO system. So, a 

comparison between the weather conditions of the last 10 years between the Redhill and the city of 

Piraeus where the experiment was held will be provided.  

 

 
Figure 8:  Visibility in Redhill and Piraeus 

According to the above information, the weather conditions between these two areas are not very 

different. More specifically the visibility which is the most important factor in optical communications is 

almost always above 8km while the distance between FSO transceivers and relay nodes are in not greater 

than 5km. So, the FSO system can be a very robust solution for the communication between the train 

stations in the Redhill. But except of the impact of the weather conditions in the attenuation and 

turbulence that degrade the performance of the system, the presence of pointing errors mostly due to 

wind and earthquakes should be further investigated. In the next figure, a wind speed comparison is also 

made 
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Figure 9:  Wind speed in Redhill and Piraeus 

 

According to the results, the wind speed in the area of Redhill is about the same as the one in the area of 

Piraeus where the experiments were held. As long as visibility and wind speed are not very different 

between these two areas, the results that will be presented will validate the efficiency of an FSO system in 

the area of Redhill. The most important technical specifications of the link are presented in the following 

table: 

Table 4: Technical Specifications of FSO system  
Parameter Values 

Data Protocol Fast Ethernet, ATM, OC3, STM1, E3, T3, 

OC1/STM0 &Open Protocol 

Distance 3km 

Bit Error Rate Less than 10-12 (unfaded) 

Wavelength 830-860nm 

Maximum Bit Rate 100Mbps 

Output Power 100mW - 3 Laser beams 

Total Power 

Consumption 

22W 

Beam Divergence 2mrad 

Receiver Field of View 5 mrad 

Sensitivity -46dBm 

Operating Temperature -20°C to 50°C 

Eye Safety Class 1M 

Total Weight (with 

accessories) 

25kg 

Management SNMP protocol -Built in 
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The FSO devices with their panel and software interface are presented in the following figures: 

 

 

Figure 10:  FSO Transceivers  

 

Figure 11:  FSO Panel 

 

Figure 12:  FSO Software Interface 

 



 

 
 
IN2D-WP2-D-UBR-013-02   09/12/2019 Page 22 

Contract No. 777596 

 

The main factor that degrades the performance of the FSO system is the various atmospheric and 

weather phenomena. So, an extensive investigation has been conducted in order to estimate the effect of 

such phenomena on the performance of the system.  

2.1.3.2 Measurement Setup 

Using the management interface of the FSO head of the system, the parameter of received signal strength 

indication (RSSI) can be monitored. This parameter is the voltage output of the head in miliwatts and is 

proportional to the optical power of the received signal. The data of the RSSI are stored in the internal 

memory of the system and can be easily extracted in editable files.   

Figure 13:  Management Interface 

Near the FSO system, a weather station has been installed in order to receive various atmospheric and 

weather metrics. More specifically, the station measures temperature, relative humidity, atmospheric 

pressure, dew point temperature, rain rate, solar radiation and wind speed every minute. All this data can 

be extracted in editable files. Finally, the bit rate of the system is estimated using appropriate software 

(i.e Jperf).  

 

 

Figure 14:  Jperf Interface 
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In the link described above, the bit rate and the RSSI of the link is measured daily for more than 4 years 

except of a few months that the link is shut down for maintenance. The initial goal of the study is to 

investigate how various weather conditions affect the RSSI of the system. For the distance of 3Km the 

maximum RSSI that can be achieved is 500 according to the manufacturer's manual. 

  

Figure 15:  RSSI and Relative Humidity 

In Figure 15 the RSSI is presented for a night with high relative humidity. The mean value of the RSSI until 
7 o'clock in the morning, that the relative humidity was high, was calculated at 445 and between 7 and 12 
o'clock that the relative humidity was reduced due to the sunlight, was calculated at 458. So the relative 

humidity slightly decreased the RSSI value by 2.8%. 

 

Figure 16: RSSI in a rainy day 

 In Figure 16, the RSSI is presented in a day with various rain intensities. In case of light or moderate rain 

(<7.6mm/h) the optical power at the receiver has weak fluctuations and the mean value of the RSSI is 

above 400. For heavy rain (7.6mm/h<rain<40mm/h) the optical power is significantly affected with the 
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RSSI falling below 400 and finally for violent rain intensity (>40mm/h) the link performance deteriorates 

and the probability of outage is very high. According to weather statistics in Redhill, violent storms are 

rare and their duration is only for a few minutes.  

 
Figure 17: RSSI in various wind speed cases 

In Figure 17, the RSSI is presented in case of high wind speed. Between 5 and 6 o'clock an incident of 
strong gale occurred. The high pointing errors deteriorated the performance of the system increasing the 
probability of link outage.  

 

 

Figure 18: Wind Speed in Redhill 

  

According to average and max wind speed in Redhill, only cases up to moderate breeze (up to 25km/h or 
7m/s) have been recorded during the last 10 years. So, pointing error due to wind are expected to be 
negligible.   Furthermore, except of the optical power, the maximum bit rate was also measured in various 
weather conditions. The results are presented in the next figures: 
































































































































