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Executive Summary 
The main objective of WP2 in IN2DREAMS is to provide a communication platform that will be able to 

interconnect a growing number of devices (metering devices, sensors and smartphones) located either 

on-board of trains or at the trackside with the Open Data Management (ODM) platform.  

The objective of this deliverable, in the scope of Task 2.3 of WP2, is to describe the architectural and 

functional definitions as well as specifications and implementation for:  

i) the overall IN2DREAMS ground to OSS communication,  

ii) the integrated optical and computing infrastructure design and evaluation,  

iii) the wireless backhaul technologies (wireless and optical) with emphasis on Free Space Optics and 

mmWave links 

iv) the wireless access technologies (optical wireless and wireless connections) including a 5G access 

network that has been deployed at UNIVBRIS testbed facilities.  

Emphasis is given in supporting an environmentally friendly, energy efficient solution. For this reason, 

several optimization models have been developed aiming at reducing the energy consumption of the 

overall solution. Global optimization of the integrated and converged infrastructure is targeted with the 

objective to increase functionality, capacity, and flexibility and decrease the capital and operational costs.  

In addition to the architectural design, operational considerations concentrating on the requirements for 

the provisioning of end-to-end services are also applied. The overall solution has been implemented and 

tested in a realistic environment considering all technology domains adopting software defined 

networking and network function virtualization principles 
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Abbreviations and Acronyms 
Abbreviation Description 

BBU Base Band Units 

CAPEX Capital Expenditures (CAPEX) 

CBM Condition-Based Maintenance 

CBTC Communications Based Train Control 

CDPI Control to Data-Plane Interface 

C-RAN Cloud-RAN 

DC Data Centres 

DMP Data Management Platform 

EMU Electric Multiple Unit 

EU European Union 

FH Front Haul 

FSO Free Space Optics 

GA Grant Agreement 

GPP General-Purpose Processors 

H2020 Horizon 2020 framework programme 

HH Half-Hour 

ICT Information and Communication Technology 

ILP Integer Linear Programming 

IoT Internet of Things 

LPF Low Pass Filter 

LTE Long-Term Evolution 

MIMO Multiple-Input Multiple-Output 

MQTT Message Queuing Telemetry Transport 

MZM Mach-Zehnder Modulator 

https://en.wikipedia.org/wiki/Electric_multiple-unit
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Abbreviation Description 

M2M Machine-to-Machine 

NFV Network Function Virtualization 

NFVI Network Function Virtualization Infrastructures 

OCC Operations and Control Centre 

ODL OpenDayLight 

ODM Open Data Management 

OMS Outage Management System 

OPEX Operating Expense 

PNF Physical Network Functions 

PTP Precision Time Protocol 

QoS Quality of Service 

REST Representational State Transfer 

RH Radio Heads 

SDD Spectral Direct Decoding 

SDN Software Defined Networking 

TEA Techno Economic Assessment 

ToU Time-of-Use 

VNF Virtual Network Functions 

VOQ Virtual Output Queues 

JU Shift2Rail Joint Undertaking 

WDM Wavelength Division Multiplex 
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1 Introduction 
Information and Communication Technology (ICT) platforms for future railway systems are expected to 

support a wide range of applications with highly variable performance attributes covering both 

operational and end-user service requirements. These platforms are expected to offer services ranging 

from delay sensitive video to infotainment services, and from best effort applications to ultra-reliable 

ones such as M2M (Machine-to-Machine) communications. An important consideration in the design of 

these platforms is the very high mobility of train transportation systems beyond 2020 that in many cases 

may exceed 500 km/h. In addition to high mobility scenarios, connectivity for zero to low mobility cases 

(interconnecting devices at stations and substations) must be also supported. Other applications, such as 

remote maintenance of rolling stock and remote processing will have central role in future railway 

platforms [5G Vision].   

In response to these challenges, we propose an advanced communication platform enabling connectivity 

between a variety of monitoring devices and computational resources through a heterogeneous network 

infrastructure integrating wired and wireless network technologies. This infrastructure offering enhanced 

throughput, safety and security features is able to support the needs for rail signalling systems (on-board 

and ground) and M2M communications. It can be also used to support Mission Critical (MC) services 

defined in the Future Railway Mobile Communication System (FRMCS) including voice and data 

connectivity as shown in Figure 1. 

 
Figure 1: Rail critical services: operational voice, On-board and ground signaling. 

 
To achieve this, IN2DREAMS takes advantage of core 5G network technologies such as SDN and NFV to 
support the current and future needs of railway and public transport operators. Based on SDN/NFV 
solutions, costly, legacy network components that are available in railway network infrastructures can be 
removed, dramatically improving operational efficiency and powering new services and business models. 

The IN2DREAMS solution aims at providing a full SDN/NFV compliant network technology that allows 
railway operators and rolling stock manufacturers to modernize their infrastructures at the right time. By 
replacing elements of proprietary infrastructure with open-standards-based and virtualized infrastructure, 
it becomes possible to lower service delivery costs, bring new services to market faster, and adopt new 
technologies.  

In the following subsections, the ground-to-occ technologies considered in IN2DREAMS tested either at 
real operational environments or in lab are presented. Emphasis is given on the following segments: 

 

• The Free Space Optics (FSO) technology used to interconnect the trackside elements,  
• The wired optical network used to provide backbone connectivity  

• The control plane solution used the management of the overall infrastructure that is also 
responsible for the creation of the associated slices allocated to the specific services.  
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An overall view of the scenario considered in the In2Dreams project along with and Key Technology 

Components is shown in Figure 2 
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Figure 2: Converged Heterogeneous Network and Compute Infrastructures supporting railway 
services: Use case where data are collected from various devices (1) are transmitted over a 5G 

network (2) to the cloud based data management platform (3).  

 

2 Data plane technologies 

2.1 Optical Wireless communications system 
The last few years, Free Space Optics (FSO) technology is an ideal solution for modern networks desiring 

maximum signal/data security and speed and can fully cover modern communication network 

requirements between train busses and train stations. An FSO system is a point to point technology that 

uses a narrow laser beam through the air to send data and offers full duplex 2.5Gbps Gigabit Ethernet 

throughput. The main advantages of such technology are the high data rates they can achieve and the 

relatively low installation and operational cost. Furthermore, FSO systems are license free so they are 

ideal for locations where radio interference and congestion make installation of radio frequency 

alternatives impossible. Their successful presence in demanding applications and networks such as High 

Frequency Stock Trading and real-time Military Theatre of Operations, can guarantee high performance, 

reliability and security for train network applications. FSO systems are also deployed in locations where 

radio frequency interference of transmissions could present a safety hazard such as in airports and critical 

public infrastructure facilities. Optical communications are virtually impossible to intercept and are not 

susceptible to RF interference of eavesdropping. They are inherently highly secure for data and digital 

video transmission. Although such systems where used for fixed transmitters and receivers, due to 

modern tracking techniques they can also be used between mobile transceivers, so links between train 

busses and train stations or even between mobile trans-receivers, e.g. trains can be deployed. So, FSO 
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systems will provide communication networks with high performance, availability and security that will 

meet the modern and future requirements of rail environments.  

2.1.1 General Technical Specifications 

FSO systems use low power laser beams up to 200mW for distances up to 5km depending on the 

atmospheric conditions of the area. More specifically a typical FSO system can deploy links of ~5km with 

attenuation 3dB/km, ~1.5km at 10dB/km and ~1km at 17dB/km.  

The wavelengths that are usually used by FSO links are 1550nm and 850nm. Such wavelengths have the 

advantage of relatively low absorption due to atmosphere and the same wavelengths are also used in 

optical fibre communications so it is easy to match with all optical components an FSO link with an optical 

fibre link without need of converting the wavelength of the signal. The wavelength of 850nm is also used 

by IR LED so the information can be loaded and transmitted in IR LED system that operates in such 

frequencies. The transverse radius of the beamwidth at the receiver is not more than 1m, so multiple 

laser beams can be used in a small area without any interference. This narrow beamwidth offers high 

security as it is difficult to intervene to the beam without distorting it and at the same time being 

perceived. Such system also offers very low latency, less than 20ns. The power consumption of a typical 

FSO system is less than 50W and such a low consumption is vital for mobile communications link e.g. 

between trains. Additionally, the operating temperature lies between -40ºC and 70 ºC, so they can be 

applied in almost every European city. 

Table 1: Technical parameter values of an FSO system 

Technical parameters Typical Values 

Wavelength 1550nm / 850nm 

Beam Power ~200mW 

Latency <20ns 

Power Consumption <50Watts 

Operating Temperature -40ºC and 70 ºC 

Bit Error Rate (BER) ~10-10 

FSO systems have multi-protocol support and are compatible with IEEE 1588 precision time protocol 

(PtP). Another important feature of FSO systems is the clock and data recovery (CDR) for daisy chaining 

and also offer cascadable back-to-back operation for extended links. A typical FSO system uses the 

protocols presented in the Table 2.  

Table 2: Protocols used by FSO systems [1]-

[3]Protocol 

Data Rate 

Fast Ethernet 125Mbps, full duplex 

OC-3/STM-1 155 Mbps, full duplex 

Gigabit Ethernet 1.25 Gbps, full duplex 

OC-12/STM-4 622 Mbps, full duplex 
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The element management and control, contains a network or USB management interface and modern 

systems also contain an embedded SNMP card. The software that is installed with the FSO system can 

monitor and in some cases control critical parameters such as received signal strength, power supply 

voltages, laser currents, power and temperatures, clock recovery/sync status and network interface signal 

status. 

2.1.1.1 Advantages  

High Performance, reliability and availability 

FSO systems are already commercially used for sending up to 1.25Gbps of data, voice and video 

simultaneously through the air and in the near future will be capable of speeds of 10Gbps using 

wavelength division multiplex (WDM), a widely used multiplex technique in optical communications. 

OFDM can also be used, a technique with high impact in communications. FSO systems can cover 

distances up to 4Km maintaining the high performance. This distance can be extended in case of use of 

either amplify and forward (AF) or decode and forward (DF), relays. Due to the high bit rate they can 

achieve it is easily feasible to reduce it for increased availability in case external factor degrade the quality 

of the channel. Concerning the availability of an FSO system, they are able to reach the five 9's (99.999%). 

Low Cost 

Another important factor of FSO systems is the very low cost that offers fast and high return of 

investment (ROI). The low cost is also resulting from the low power that needs, up to a 100mW for a 

distance of 3Km providing high performance and reliability. Furthermore FSO technology is spectrum 

license free and can be deployed behind windows, eliminating the need for costly rooftop rights. The cost 

for an FSO system (transmitter-receiver) is between 10.000€ and 25.000€. 

High security 

The installation of an FSO system in a railway network will offer high level of communication security. Due 

to the narrow beamwidth of the laser beam, the intruder will have to expose himself or his equipment in  

order to intercept a portion of the transmitted power without bringing down the link. Furthermore, if an 

amount of the signal power is intercepted, the power at the receiver will significantly change of will be 

distorted. The most vulnerable area of potential interception in an FSO system is behind the transceiver. 

Because the incident beam of light has a larger cross-section that the lens of the receiver, the laser beam 

continuous to propagate behind is for some distance. An intruder could conceivably mount an 

unauthorised receiver in this area. This way can be solved by placing a blocking shield behind the 

transceiver. Except of high level security of the physical layer, FSO systems use special encryption 

schemes  as the Fastlane KG-189, Taclane KG-75/175 (NSA Type 1) and all the AES and Triple DES 

encryption systems. 

Safety 

Safety in FSO systems can be a concern because the technology uses lasers for transmission. The proper 

use and safety of lasers have been discussed for more than 3 decades. The major concern involve the eye 

exposure to light beams so strict international standards have been set for safety. Nowadays all lasers of 

FSO systems are Class 1M that are safe for the naked eye. Furthermore all FSO systems comply with the 

following standards [29], [30]: 
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- International Laser Standard IEC 60825-1/A2:2001 

- European Standard EN 60825-1/A2:2000,DIN VDE 0837-1A/2 

- IEC/EN 60825-7:1998 

- DIN V VDE V 0837-7:1999 

- US user Standard ANSI Z 136.1, CDRH 21DRF 
 

2.1.1.2 Challenges and enhancement techniques 

The primary challenge to FSO based communications is dense fog due to the size of water droplets. Rain 

and snow have little effect of FSO technology. A solution to counter fog when deploying FSO systems is to 

install relay nodes between the transmitter and the receiver, known as multihop technique. These relay 

nodes can be AF nodes or DF. AF offers a simple and low delay solution while DF nodes are more effective 

and reliable[4], [5]. FSO installations in extremely foggy cities such as San Francisco have successfully 

achieved carrier-class reliability. 

Another factor that degrades the performance of an FSO system is the misalignment due to building sway. 

The movement of buildings can upset receiver and transmitter alignment. A solution is the use of 

divergent beam to maintain connectivity. When combined with tracking, multiple beam FSO systems 

provide even greater performance and enhanced installation simplicity. 

Finally, turbulence is another factor that affects the reliability and availability of the system. Heated air 

rising from the earth or man-made devices such as heating ducts, create temperature and pressure 

variations among different air pockets. This causes fluctuations in signal irradiance at the receiver, the so-

called scintillation effect (i.e. similar with the fading channels in RF). Such fluctuations are very fast and 

intense and can't be predicted. So theoretically this phenomenon is investigated statistically. In order to 

reduce the impact of turbulence, the signal can be sent multiple times, a technique known as diversity. 

Most of the times, diversity is realising in space, in time or in wavelength. In the spatial diversity scheme, 

the FSO system uses multiple transmitters and/or receivers at different places that send and receive 

copies of the same signal, resulting to a decreased probability of error [6], [7]. In time diversity schemes, 

there is only one transmitter – receiver pair, but each piece of the information signal is retransmitted at 

different time slots. Finally, the wavelength diversity system uses a composite transmitter and the signal 

is transmitted at the same time at different wavelengths towards a number of wavelength-selected 

receivers.  

A technique that can always be used in order to enhance the performance of an FSO system is OFDM-FSO 

Transmission Link Incorporating OSSB and OTSB Schemes. By introducing the OFDM scheme, an effort has 

been made to probe the impact of the environment conditions and to design a high speed and long reach 

FSO system free from fading. It is concluded that hybrid OFDM-FSO system performs better in diverse 

channel conditions and upon comparing both OSSB and OTSB schemes OSSB performs better than OTSB 

at high data rate as it has more immunity against fading due to weather conditions.  

Another enhancing technique is the SAC OCDMA Based FSO System [8], [9]. Spectral Amplitude Coding 

Optical Code Division Multiple Access technique is used in FSO system by the researchers. This 

multiplexing scheme has several advantages like flexibility of channel allocation, asynchronously operative 

ability, privacy enhancement, and network capacity increment. KS (Khazani-Syed) codes are used with 

SDD (spectral direct decoding) technique. An optical external modulator (OEM) is used to modulate the 

code sequence with data. The data is an independent unipolar digital signal. Mach-Zehnder Modulator 
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(MZM) is used and combination of modulated code sequences is transmitted through the FSO link and 

these sequences are separated by an optical splitter at the receiver end. The overlapping chips are 

discarded to avoid the interference at receiver end and decoder will only filter the non-overlapping chips. 

Optical band pass filters serve the purpose of encoders and decoders. A low pass filter (LPF) is used to 

recover the original data. The performance of this system with SDD technique is analysed along with FSO 

system using intensity modulation with direct detection technique. SDD technique performs better and 

the link distance is increased. 

Table 3: Performance of a commercial FSO system [3], [4] 

Weather Data Rate Link Distance 

Clear 2Gbps 10km 

 5Gbps 6km 

Low Haze 2Gbps 5.4km 

 5Gbps 3.4km 

Low Fog 2Gbps 1.35km 

 5Gbps 1km 

Another factor that decreases the performance of an FSO system is the optical noise of the sunlight at the 

receiver’s input that deteriorates the signal to noise ratio (SNR) of the optical link. A very significant effect 

that increases the noise of an FSO system is the background optical noise with the main source being the 

sunlight radiation that is difficult to be avoided. A robust technique for reducing the effect of background 

noise is the application of optical filters at the receiver’s photodiode in order to decrease the wavelength 

range received that is not used for data transmission. The SNR improvement, due to the VO2 optical 

bandpass filter, has already been estimated theoretically and verified experimentally. Ιt works by 

reflecting unwanted wavelengths. In comparison to interference filters, VO2 is a simple layer and this 

makes fabrication of VO2 filter simpler and economically viable [10]-[13]. 

2.1.2 System Analysis 

2.1.2.1 FSO network for ground to ground communication 

 

The railway network from Redhill to Leigh (26Km) can be fully covered using roughly 10 FSO transceivers. 

These FSO systems can be placed in the train stations between Redhill and Leigh (Nutfield, Godstone, 

Edenbridge, Penshurst).  Due to the high humidity of the area, the distance between the FSO nodes could 

be shorter, so a few more nodes will be required. This FSO network will provide fast, reliable and secure 

data flow between all the train stations.  
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Figure 3: Communication coverage of railway network between Redhill and Leigh using FSO systems  

 

Figure 4: Satellite View of the Area 

According to the satellite view, the area is flat and the railway network has almost no turns. So it will be 

easy to deploy an FSO system that require line of sight. In addition, the high density of trees could caus e 

high attenuation in RF communications due to high absorption of the water in such frequencies, so the 

LoS optical wireless communications could provide the best solution in this area. The FSO transceivers and 

relay nodes can be easily installed and powered along the rail network in the already existing 

communication network of the area. The height of the trees is only a few meters so it is feasible to deploy 

the FSO network above them.  

 
Figure 5: Existing power and communication network 

Furthermore, it is important to notice the presence of an airport in less than 1km near the rail network.  
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Figure 6:  Redhill Airport 

Therefore, in this area it is preferred not to use other RF communication systems apart from these of the 

airport for security reasons to avoid possible interference.  As long as the distance between the stations is 

more than 5km, more FSO transceivers or relay nodes can be placed between these stations, applying a 

multi-hop technique. The relay nodes can be either Amplify and Forward (AF) of Decode and Forward 

(DF). In case of AF nodes, the signal is just amplified and retransmitted to the next FSO system. This 

technique has low cost and low complexity but also has low performance as the noise is also amplified 

with the signal. On the other hand, DF nodes, have significantly better performance as the signal is firstly 

decoded and then retransmitted but their complexity add more delay to the system.  

While the train passes through a tunnel, the RF signal becomes very weak or in some cases can’t even 

penetrate. So, the communication may be interrupted without using multiple antennas in the tunnel.  

Optical communications may solve this problem by using the already existing tunnel lighting as visible 

light communication (VLC) transceivers communicating with the respective lights of the train. Therefore, 

in a long tunnel there is no need for placing FSO transceivers inside, only in the entrance and in the exit, 

creating a cascaded FSO-VLC system. The signal conversion between the FSO and the VLC system has low 

complexity and delay. Furthermore, the optical signal of the FSO transceiver can be easily converted to 

drive internal WiFi or LiFi systems of the train. So, when the train passes through tunnels there will be no 

reduction of the quality of service if the FSO transceiver is placed in the tunnel.   

2.1.3 Validation and Experimental Data 

2.1.3.1 General characteristics of the experimental FSO link 

 

Several FSO experimental links have been deployed in order to verify the high performance and the 

security they can offer in a communication system. Concerning Ground-to-Ground wireless optical 

communications, a commercial FSO system has been installed for research purposes in the city of Piraeus.  
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Figure 7:  3D view of the link 

An extensive study of weather parameters of the area is required before installing the FSO system. So, a 

comparison between the weather conditions of the last 10 years between the Redhill and the city of 

Piraeus where the experiment was held will be provided.  

 

 
Figure 8:  Visibility in Redhill and Piraeus 

According to the above information, the weather conditions between these two areas are not very 

different. More specifically the visibility which is the most important factor in optical communications is 

almost always above 8km while the distance between FSO transceivers and relay nodes are in not greater 

than 5km. So, the FSO system can be a very robust solution for the communication between the train 

stations in the Redhill. But except of the impact of the weather conditions in the attenuation and 

turbulence that degrade the performance of the system, the presence of pointing errors mostly due to 

wind and earthquakes should be further investigated. In the next figure, a wind speed comparison is also 

made 



 

 
 
IN2D-WP2-D-UBR-013-02   09/12/2019 Page 20 

Contract No. 777596 

 

 
Figure 9:  Wind speed in Redhill and Piraeus 

 

According to the results, the wind speed in the area of Redhill is about the same as the one in the area of 

Piraeus where the experiments were held. As long as visibility and wind speed are not very different 

between these two areas, the results that will be presented will validate the efficiency of an FSO system in 

the area of Redhill. The most important technical specifications of the link are presented in the following 

table: 

Table 4: Technical Specifications of FSO system  
Parameter Values 

Data Protocol Fast Ethernet, ATM, OC3, STM1, E3, T3, 

OC1/STM0 &Open Protocol 

Distance 3km 

Bit Error Rate Less than 10-12 (unfaded) 

Wavelength 830-860nm 

Maximum Bit Rate 100Mbps 

Output Power 100mW - 3 Laser beams 

Total Power 

Consumption 

22W 

Beam Divergence 2mrad 

Receiver Field of View 5 mrad 

Sensitivity -46dBm 

Operating Temperature -20°C to 50°C 

Eye Safety Class 1M 

Total Weight (with 

accessories) 

25kg 

Management SNMP protocol -Built in 
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The FSO devices with their panel and software interface are presented in the following figures:  

 

 

Figure 10:  FSO Transceivers  

 

Figure 11:  FSO Panel 

 

Figure 12:  FSO Software Interface 
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The main factor that degrades the performance of the FSO system is the various atmospheric and 

weather phenomena. So, an extensive investigation has been conducted in order to estimate the effect of 

such phenomena on the performance of the system.  

2.1.3.2 Measurement Setup 

Using the management interface of the FSO head of the system, the parameter of received signal strength 

indication (RSSI) can be monitored. This parameter is the voltage output of the head in miliwatts and is 

proportional to the optical power of the received signal. The data of the RSSI are stored in the internal 

memory of the system and can be easily extracted in editable files.   

Figure 13:  Management Interface 

Near the FSO system, a weather station has been installed in order to receive various atmospheric and 

weather metrics. More specifically, the station measures temperature, relative humidity, atmospheric 

pressure, dew point temperature, rain rate, solar radiation and wind speed every minute. All this data can 

be extracted in editable files. Finally, the bit rate of the system is estimated using appropriate software 

(i.e Jperf).  

 

 

Figure 14:  Jperf Interface 
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In the link described above, the bit rate and the RSSI of the link is measured daily for more than 4 years 

except of a few months that the link is shut down for maintenance. The initial goal of the study is to 

investigate how various weather conditions affect the RSSI of the system. For the distance of 3Km the 

maximum RSSI that can be achieved is 500 according to the manufacturer's manual. 

  

Figure 15:  RSSI and Relative Humidity 

In Figure 15 the RSSI is presented for a night with high relative humidity. The mean value of the RSSI until 
7 o'clock in the morning, that the relative humidity was high, was calculated at 445 and between 7 and 12 
o'clock that the relative humidity was reduced due to the sunlight, was calculated at 458. So the relative 

humidity slightly decreased the RSSI value by 2.8%. 

 

Figure 16: RSSI in a rainy day 

 In Figure 16, the RSSI is presented in a day with various rain intensities. In case of light or moderate rain 

(<7.6mm/h) the optical power at the receiver has weak fluctuations and the mean value of the RSSI is 

above 400. For heavy rain (7.6mm/h<rain<40mm/h) the optical power is significantly affected with the 
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RSSI falling below 400 and finally for violent rain intensity (>40mm/h) the link performance deteriorates 

and the probability of outage is very high. According to weather statistics in Redhill, violent storms are 

rare and their duration is only for a few minutes.  

 
Figure 17: RSSI in various wind speed cases  

In Figure 17, the RSSI is presented in case of high wind speed. Between 5 and 6 o'clock an incident of 
strong gale occurred. The high pointing errors deteriorated the performance of the system increasing the 
probability of link outage.  

 

 

Figure 18: Wind Speed in Redhill 

  

According to average and max wind speed in Redhill, only cases up to moderate breeze (up to 25km/h or 
7m/s) have been recorded during the last 10 years. So, pointing error due to wind are expected to be 
negligible.   Furthermore, except of the optical power, the maximum bit rate was also measured in various 
weather conditions. The results are presented in the next figures: 
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Figure 19: Bit rate per second of 18 March 2018 

 
Figure 20: Bit rate per second of 15 June 2018 
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Figure 21: Bit Rate per second of 16 December 2018 

As we can see the link presents a high performance as the bit rate remains high with only a few low spikes 
that are caused because mostly because of obstacles that pass through the beam fast enough in order not 
to cause a link outage. In order to investigate how the performance of the system is affected by weather 
conditions daily data of bit rate per second (bps) are collected for more than two years. In the following 
tables, the bit rate of the link is presented in an hour of clear day and in cases of heavy rain and fog.  

Table 5: Bit-rate in case of a Clear Day 

Bit-rate in a Clear Day  
Number of Data 3600 
Mean value  96.681Mbps 
Standard Deviation 1.74Mbps 

 
Table 6: Bit-rate in case of Rain 

Bit-rate in a Rainy Day - 4.83mm/h 
Number of Data 3600 
Mean value  94.575Mbps 
Standard Deviation 4.023Mbps 

 
Table 7: Bit-rate in case of Fog 

Bit-rate in a Foggy Day - Visibility 3Km 
Number of Data 3600 
Mean value  84.223Mbps 
Standard Deviation 3.4Mbps 

 

It is clear that the performance of the system is slightly affected even in case of fog that mostly affects 
optical communications. So FSO links can be used in areas with extreme weather conditions providing 
high quality services. Similar results from experiments all around the world have also been published [17]-
[20]. 

Except of the investigation of the bit rate, the experimental link has also been used in order to verify 
various theoretical statistical models that are used in order to model a turbulent channel. Atmospheric 
turbulence is an atmospheric phenomenon that degrades the performance of systems and can only be 
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investigated through statistical models. So the verification of these theoretical models is very important in 
order to deploy an FSO link with specific characteristics.  

 
Figure 22: CDF of Gamma distribution verification, [21] 

In Figure 22 the Gamma distribution which is suitable to model weak turbulence conditions, is verified 

using experimental data and is proved to be very accurate. According to the above experimental results, 

the FSO link that is presented in Figure (20), is feasible to be deployed offering high performance and 

robust communications between Redhill and Leigh. The optical wireless network will offer high bit -rate 

and availability even under extreme weather conditions that is the main reason that degrade the 

performance of an FSO link. It is also important that the network can be designed with high precision 

using various theoretical models as long as their accuracy has been experimentally verified, decreasing 

the risk of failure.   

2.1.4 Hybrid FSO/RF/mmw 

In order to maximise the link's performance for all weather conditions an RF system or millimetre wave 
(mmw) can be used in parallel in order to deploy a hybrid FSO/RF link [22][23]. Almost all FSO systems are 
designed to combine the best features of both laser light and RF waves to form a single wireless 
communication link between the transceivers. By leveraging both technologies, a five 9s availability can 
be provided under any weather conditions. The main characteristics of such a hybrid link, based on the 
are FSO system that was used in Piraeus for experimental validation, are presented in the following table:  
 

Protocol 10BaseTX (IEEE 802.11b or 802.11a or 802.11g) 

Frequency 2.4GHz or 5.5GHz ISM band 

Output power -4 to 24dBm 

Sensitivity -85dBm 

 

Such links have already been studied theoretically and the extracted results are very promising for areas 
where a single FSO links may have decreased performance due to the atmospheric and weather 
conditions. 
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Figure 23: Outage Probability in FSO/RF/MMW system 

In Figure 23, the outage probability for a hybrid system is presented and it is clear that despite the 
inadequate performance of the FSO link, the hybrid system manages to operate better and the availability 
of the overall system appears to be higher than the availability of each separate subsystem. 

2.2 Terrestrial Optical Network Technology development  
The Cloud-Radio Access Network (C-RAN) concept has been proposed to address the inefficiencies of 
traditional RAN systems and support services requiring very low latency, high reliability, density and 
mobility. Through its pooling and coordination gains, C-RAN can address the increased capital and 
operational costs, as well as the limited scalability and flexibility of traditional RAN.  An example is shown 
in  Figure 24 where C-RAN can be used to interconnect the Remote Units (RUs) with the virtual Basband 
Units (vBBUs). This enables efficient coordination of RUs allowing the creation of super cells thus reducing 
the frequency of handovers to address the high mobility requirements 

 

Figure 24: Adoption of C-RAN in railway system 

However, C-RAN requires tremendous transport bandwidth and impose strict latency and synchronisation 
constraints [34]-[35]. To address the need for a flexible transport network offering the required capacity 
levels we have proposed the Time Shared Optical Network (TSON) solution. TSON offers a high capacity 
optical transport network that can support high levels of granularity as it adopts a frame based approach 
[34]. The transport capacity problem is further exaggerated under survivable C-RAN deployments (see i.e. 
[36]-[41]) which is a very important topic in mission critical infrastructures (i.e. railways where high level 
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of availability needs to be ensured). In many protection schemes, the optical network capacity is 
duplicated in size [41] to make possible realistic survivable C-RAN deployments.  

A typical example of systems offering protection to any kind of failures (either at the optical transport or 
the compute domain where BBUs are hosted) is shown in Figure 25 a). Specifically, in case of failure of the 
main paths interconnecting the RUs with the BBUs (i.e. paths 1-6, 3-5), FH flows are routed to their 
destination through a set of secondary (protection) paths (1-2-4-5, 3-2-4-6). A similar approach is taken 
for the C-RAN protection against BBU failures [39]. It is clear that under this scenario, multiple FH flows 
need to be transferred over a set of links introducing even higher transport bandwidth requirements.  
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Figure 25: Protection of a C-RAN network from failures of compute and/or network elements. a) In the 
traditional approach, working and protection capacity for regions 𝒙, 𝒚 are establishes over common 

links causing bottleneck  b) Protection of C-RAN adoting NC. FH flows from regions 𝒙, 𝒚 are multiplexed 
(𝒙⨁𝒚) at ingress edge node and replicated at the reducing bandwidth requirmens by half.  

To address this issue the concept of Network Coding (NC) [43] is proposed with the aim offer resilient FH 
services by multiplexing FH flows and therefore reducing the volume of the transmitted I/Q streams. 
Using NC, different FH traffic streams with the same source and destination nodes are routed through the 
network following diverse paths. These can be protected through their modulo-two sum that is generated 
at the source node and forwarded to the common destination node. This allows reconstruction of each 
one of the two initial streams at the destination node, in case of the occurrence of a failure along one of 
the two paths that the initial two streams are traversing. This approach offers 1+1 protection capabilities 
without having to transfer separately the working and protection copies of the two FH streams across the 
optical transport network. This reduces the overall protection bandwidth requirement by half (see link 2-4 
in in Figure 25 b). Through this approach, simultaneous protection against optical network and/or 
compute elements can be achieved.  

Although NC has been extensively used to protect networks against link failures, its application in resilient 
FH networks has not been proposed before. This can be attributed mainly to the overhead that the 
application of the modulo-two sum and the replication operations of NC introduce in practical systems 
that may degrade the performance of C-RANs. At the same time, the operation of the decoding process at 
the edge imposes significant buffering requirements due to the high data rate of FH streams. To quantify 
the benefits of the proposed approach at a network level and further improve performance, an 
optimisation framework is proposed. The proposed scheme focuses on optimally placing the NC-enabled 
edge nodes to minimise the overall deployment cost and protect the system from possible network or 
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compute element failures. The performance of the proposed scheme is experimentally validated over the 
Bristol city testbed considering the requirements imposed by an operating open source LTE platform.  

2.2.1 Implementation Aspects 

To apply NC in 5G operational environments, two main practical aspects should be resolved: 1) 
implementation of the modulo-two sum and the replication operations at the FH line rate and, 2) 
synchronisation between flows reaching decode nodes (flows 𝑥, 𝑥⨁𝑦 and flows 𝑦, 𝑥⨁𝑦 of Figure 25 b). In 
the following subsections, the implementation details together with experimental demonstration of an 
NC-enabled optical edge node is presented.  

2.2.1.1 NC operations implementation at TSON 

TSON [46][47] is a multi-wavelength fully bi-directional synchronous, and flexible active optical transport 
network technology. Its network implementation consists of Field Programmable Gate Array (FPGA) 
optoelectronics platforms integrated with advanced optical components to enable high performance 
processing and transparent switching and transport. TSON provides a multiple protocol programable 
interface that meets 5G Key Performance Indicators (KPIs) such as high bandwidth and sub-millisecond 
end-to-end latency [47]. Although natively TSON allows handling Ethernet frames, its configuration can 
support a broad range of framing structures and communication protocols including CPRI, either natively 
or through their packaged versions.  

 

a)                                                                               b) 

Figure 26: TSON Implementation architecture for evaluation concept, b) TSON edge node setup for the 
experimental implementation 

Figure 26 shows the TSON architecture implemented to solve this problem. The ingress TSON node is 
responsible for traffic coding  and mapping. Its ports consist of two clients: X and Y. The output ingres s 
node contains three different wavelengths that can be configured on the fly using Software Defined 
Networking (SDN) to address different programmable parameters. The egress edge nodes include the 
reverse functionality and ports. For the implementation of  our experimental configuration we have 
employed two Xilinx VC709 evaluation boards. These contain 4XSFP/SFP+ cages. FM-S18 modules are 
used to expand the number of SFP+ cages as more than 4X10Gbs ports are required for the experiment. 
The FM-S18 is an FPGA Mezzanine Card (FMC) module that provides up to eight SFP/SFP+ module 
interfaces directly into Multi-Gigabit Transceivers of the FPGA. Figure 26 shows the implementation 
architecture for the evaluation of the proposed concept with two TSON nodes. Each TSON node emulates 
three source nodes of a butterfly network, with the aim to create a proof of concept experiment and 
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showcase the concept of linear network coding. TSON node 1 receives two different traffic streams (A and 
B) and sends the streams A, B, and their modulo 2 sum (XOR) of both traffic streams to TSON node 2. 
TSON node 2 receives the three traffic streams and transmits each traffic stream A and B simultaneously 
to two destinations of TSON node 2.  

2.2.1.2 Synchronisation of Network Coded flows 

To reduce buffering requirements during the coding/decoding phase of the FH flows, high synchronisation 
accuracy across the network is needed. An early TSON prototype with local synchronisation capabilities is 
described in [44]. To address the system wide strict synchronisation requirements of the NC 
implementation, a subsystem relying on separate developed time stamper has been developed. Figure 27 
shows the Subsystem architecture for the NC-enabled TSON nodes. The time stamper unit is located 
between the MAC and PCS/PMA IP cores, uses the Timer Syns clock and follows the IEEE 1588 protocol. In 
addition, the time stamper considers the physical layer delay for stamping.   

 

Figure 27:  Synchronisation subsystem for the NC implementation 

 

Figure 28: BER measurements 

2.2.1.3 Subsystem experimental validation 

Two different scenarios are considered for experimental evaluation of the subsystems responsible for the 
NC- operations, including the modulo-two sum and synchronisation accuracy. The first scenario includes 
both FPGAs connected back-to-back with short fibre lengths. In the second scenario, the proposed 
technologies are evaluated over the Bristol City test-bed Fibre with 25km of standard single-mode fibre 
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(SSMF). An Anritsu traffic analyser generates two Ethernet traffic streams to the TSON edge node 1 at 
9Gbps. The traffic is received from the TSON node 2. The performance parameters under consideration 
include Bit Error Rate (BER) and latency. Latency is defined as the time difference between the arrival of a 
frame at the analyser, and its departure from the analyser.  

Figure 28 shows the BER measurements as a function of received optical power for the different scenarios 
under consideration. The BER curves show that the penalty observed for the case of 25km of SSMF 
transmission over the Bristol City Infrastructure compared to the back-to-back (B2B) performance is less 
than 1dB. Table 8 displays the end-to-end latency for the transmitted flows. The TSON nodes latency for 
the 25km transmission is less than 2% of total latency. 

Table 8: End-to-end flow latency 

latency μs 

B2B 1.979 

25km 125.4 

 
2.2.2 Optimal 5G Network design with resilience considerations 

In the previous section, the implementation details of NC-enabled TSON nodes have been described. In 
this section, the problem of optical placement of these nodes to support resilient operation of C-RANs in a 
railway environment is provided.  

2.2.2.1 Traditional Optimisation framework 

This section provides a description of the modelling framework used to identify the optical network 
resources for the interconnection of the RUs with the compute resources where the BBU are hosted. 
Taking into account both FH network and BBU processing demands, let 𝒫𝑟  be the set of paths 
interconnecting RU 𝑟 ∈ ℛ with server 𝑠 where BBUs are hosted with ∈ 𝒫𝑟 . Now let 𝑥𝑟𝑝 be the rate at 

which FH demand originating from 𝑟 flows through path 𝑝. The following demand constraints should be 
satisfied:  

 

∑ ∑ 𝜶𝒓𝒔𝒙𝒓𝒑 =

𝒑∈𝑷𝒓𝒔∈𝓢

𝒉𝒓 , ∀ 𝒓 ∈ 𝓡 Eq. 1 

where 𝛼𝑟𝑠  is a binary coefficient taking values equal to 1 if RU 𝑟 ∈ ℛ is supported by server 𝑠. 

In order to protect the planned network from a possible server failure hosting the BBU, a backup 
mechanism is introduced. This mechanism ensures that in case of failure of the primary server 𝑠, FH flows 
are routed to an alternative server 𝑠′  (𝑠′ ≠ 𝑠)  through the candidate path 𝑝′  (𝑝′ ∈ 𝒫𝑟 )  with 
corresponding flow 𝑥𝑟𝑝′. To formulate this requirement the binary coefficient 𝛼𝑟𝑠𝑠′ is introduced to 

indicate whether FH flow originating from RU 𝑟 is assigned to servers 𝑠, 𝑠′ or not. This coefficient equals to 
1, if BBU of RU 𝑟 is processed at server 𝑠 or in case of its failure on server 𝑠′; 0 otherwise. In order to 
protect the operation of an RU from a possible server 𝑠 failure, the following FH flow protection 
constraints should be satisfied:  

 

∑ ∑ 𝜶𝒓𝒔𝒔′𝒙𝒓𝒑′

𝒑′∈𝑷𝒓

=
𝒔′,𝒔′≠𝒔
𝒔,𝒔′∈𝓢 

𝒉𝒓 ,∀ 𝒓 ∈ 𝓡,𝒔 ∈ 𝓢   
Eq. 2 

Summing all FH flows over the optical network link 𝑒 (𝑒 ∈ ℰ), the necessary link 𝑒 capacity, denoted as 
𝑢𝑒, is determined.  Apart from server failures, optical network link failures are also addressed by 
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forwarding FH flows to their destination via alternative paths. In order to protect the network from a 
possible link failure, a mechanism routing flows through alternative paths is introduced. Now, let 𝒬𝑟𝑝 be 

the set of paths that can be used to protect a path 𝑝 ∈ 𝒫𝑟 from a possible failure, 𝑦𝑟𝑞  the rate at which FH 

demand originating from 𝑟 flows through path 𝑞𝑝 ∈  𝒬𝑟𝑝 protecting main path 𝑝 ∈ 𝒫𝑟 (with 𝑝, 𝑞 being 
disjoint) and 𝑢′𝑒 = 𝒞𝑒 − 𝑢𝑒 the remaining link 𝑒 capacity. Adopting the same rationale as in the previous 
equations, path-protection constraints are introduced.   

So far, the proposed model ensures that the network capacity is adequate to support the transmission of 
the FH flows to the servers where BBUs are hosted. However, once the information arrives at its 
destination, server 𝑠 should have adequate capacity to support of BBU processing. To evaluate this 
capacity, ℎ𝑟 is mapped from a network type of requirement to a computing resource through the 
introduction of parameter ℳ𝑟𝑠 . This parameter specifies the computational requirements (usually in 
Instructions Per Second - IPS) to support FH flow 𝑟 on server s.  

To evaluate this parameter, an extensive benchmarking campaign utilising OpenAirInterface (OAI) has 
been carried out. OAI is an open source software-based implementation of the LTE architecture for 5G 
experimentation and prototyping that encompasses the full protocol stack both in the E-UTRAN and the 
Evolved Packet Core (EPC) that runs in a commodity x86-based Linux Personal Computer or data centre. In 
this system, the transceiver functionality is realised via a software radio frontend (such as the Ettus USRP 
B210). The combination of the open-source software and the inexpensive hardware involved, makes OAI 
a very attractive platform for experimentation and research towards the forthcoming 5th Generation. The 
platform comprises two components: i) openairinterface5g which implements the E-UTRAN, that is, 
eNodeB and UE and, ii) openair-cn which implements the Core Network, that is, the MME HSS, S-GW and 
P-GW. Based on OAI, the parameters ℳ𝑟𝑠  for various wireless access network configurations has been 
evaluated.  

Besides the working capacity, a spare set of resources should be reserved at each server 𝑠 for protection 
purposes. As already mentioned, the primary objective of the proposed scheme is to minimise the total 
power consumption of the resulting network configuration. Let 𝑘𝑒 being the cost of the capacity of link 𝑒 
of the optical network and 𝑃𝐶𝑠  the power consumed at server 𝑠. The following cost function should be 
minimized:  

 

𝒎𝒊𝒏𝓞(𝓹,𝒙) = ∑ 𝒌𝒆(𝒖𝒆(𝒙) + 𝒖′𝒆(𝒙))

𝒆∈𝓔𝒐

+ ∑𝑷𝑪𝒔 (𝓿𝒔(𝒙) + 𝓿′
𝒔(𝒙))

𝒔∈𝓢

  Eq. 3 

subject to the constraints mentioned above 

2.2.2.2 Extension: Integration of NC 

In the previous section, a modelling framework enabling resilient operation of the C-RAN system by 
protecting it from possible optical network and/or compute failure has been proposed. To address the 
very high bandwidth requirements that are imposed by this  approach, an alternative formulation 
employing NC is proposed. To demonstrate the potential of NC in resilient C-RAN networks let us consider 
the simple 5G topology of. Adopting the traditional approach, multiple source-destination paths must be 
established double-sizing the necessary network bandwidth is some parts of the optical network. This 
may act as bottleneck considering that in FH networks this capacity may be extremely high. The adoption 
of NC, however, resolves this issue as it multiplexes FH streams originating from the two RUs. At the edge, 
FH streams are replicated (nodes 1, 3) and transmitted through disjoint paths 1-2, 1-3. Then, at node 2 
instead of forwarding protection FH flows from regions x and y, the modulo-two sum 𝑥⨁𝑦 is transmitted 
over links 2-4, 4-6 and 4-5. At the egress nodes where BBUs are connected, the operations 𝑥⨁(𝑥⨁𝑦) and 
𝑦⨁(𝑥⨁𝑦), are performed for BBU1 and BBU2, respectively, recovering FH flows 𝑦 and 𝑥, respectively. 
Thus, by enabling encoding and decoding processes at the edge, throughput in survivable C-RAN 
architectures can be increased by a factor of 2. 
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An architectural decision in NC-enabled C-RANs is associated with the placement of the modulo-two sum 
and replication operations at the edge nodes. To optimise the operation of resilient NC-enabled C-RANs, a 
suitable set of constraints enabling NC is introduced. Let 𝒩1, 𝒩2, be the set of nodes where the modulo 
sum and replication operations are performed. To keep the analysis tractable, we assume that RUs are 
located in regions, 𝑥, 𝑦, as shown in Figure 30 b), however, it can be easily extended to multiple nodes. 
Now, let ℛ𝑥, ℛy be the set of RUs belonging to regions 𝑥, 𝑦, respectively with ℛ = ℛ𝑥 ∪ ℛy  and 𝛿𝑛1 a 

binary variable taking value equal to 1 if the protection flows of RUs originating from regions 𝑥, 𝑦 are 
multiplexed at node 𝑛1 ∈ 𝒩1. The following flow constraints should be satisfied: 

 

∑ ∑ 𝜹𝒏𝟏𝒚𝒓𝒒 =

𝒒∈𝓠𝒓𝒏𝟏
𝒏𝟏∈𝓝𝟏

𝒉𝒛 , ∀ 𝒓 ∈ 𝓡𝒛 ,𝒛 = 𝒙, 𝒚  
Eq. 4 

∑ ∑ ∑ 𝜹𝒏𝟏

𝒏𝟏∈𝓝𝟏

𝒌∈𝓡𝒚,

 𝒌≠𝒓 
𝒓∈𝓡𝒙

= 𝟏     Eq. 5 

where 𝒬𝑟𝑛1
 denotes the set of paths interconnecting an RU 𝑟 with node 𝑛1. Eq. 5  indicates that the 

encoding process of all RUs will be performed at a single node. The encoded multiplexed stream 𝑦𝑛1 =
𝑦𝑟𝑞⨁𝑦𝑘𝑞 is then forwarded to node 𝑛2 ∈ 𝒩2 where the replication operation is performed. Flows are 

transmitted over candidate paths 𝑞 ∈ 𝒬𝑛1𝑛2  interconnecting nodes 𝑛1  and 𝑛2  with capacity 𝑧𝑞 , 𝑞 ∈

𝒬𝑛1𝑛2 . The replicated flows are then routed to the locations where BBU are hosted over the shorted 
available paths. Finally, taking the summation of all FH flows over the optical network link 𝑒, the 
necessary protection capacity at 𝑒 , 𝑢′𝑒 , is determined. Finally, the NC-enabled C-RAN network is 
optimised by minimising the cost function Eq. 3 subject to the constraints mentioned above. 

2.2.2.3 Network level evaluation 

To evaluate the performance of the overall system, the processing requirements of the virtualised BBUs, 
and, consequently parameter ℳ𝑟𝑠 , are determined. To achieve this, an extensive set of experiments has 
been carried out using OAI. Performance analysis includes CPU Utilisation and instructions’ measurement 
for different data rates as well as the application profiling. The measurements where performed with the 
use of the top command, which monitors the running processes in Linux systems and perf which is a 
collection of tools for system profiling. More specifically, the OAI profiling was done with the record 
command, which summarises where CPU time is spent. Measurements were performed in the idle mode 
(LTE device phone not connected) and while downloading with different data rates (100Kbps, 200Kbps, 
500Kbps, 1Mbps and 2Mbps). The results are given in Figure 29. The measurement was performed with 
the perf stat command. As we can see, the instructions are clearly increasing in prop ortion to the data 
rate.  

 

Figure 29: TSON. Total instructions per second for OAI as a function of access data rate 
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a) 

 

Figure 30: a) Bristol is Open Topology physical topology shown also the location of the rail line b) 
Modified Bristol city topology with NC enabled nodes. 
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Figure 31 Bristol City Optical Network Power Consumption for the provisioning of Resilient C-RAN 
services. 

Once BBU requirements have been determined, the performance of the overall system with and without 
NC considerations is examined for the Bristol City topology shown in Figure 31. In this topology, RUs are 
attached to the edge node through point to point links. For this topology,  BBU processing for Regions A 
and D will be provided by Server 1 whereas BBU processing for Regions B and C by Server 2. At the same 
time, the main FH connectivity will be provided through links 1-5 and 3-6 for regions A, B, respectively.  
Protection of FH flows will be provided through paths 1-2-4-6 for Region A, 3-2-4-5 for region B, 5-4-6 for 
region D and 6-4-5 for region C. The encoding (replication) processes for regions A, B will be performed at  
node 2 (4), while for Regions C and D decoding and replication operations will be both formed at node 4.   
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2.3 Scalable Service Chaining in MEC-assisted 5G Networks  
We consider a 5G network supporting railway operations as shown in Figure 32. This network is modelled 

as an undirected graph 𝐺(𝑁, 𝐸) where 𝑁 is the set of nodes and 𝐸 the set of links. In this network, vBBU 

SCs generated by a set ℛ of 𝑅 RUs are supported by a set of heterogeneous compute resources, located 

both at the edge (MEC) and at the metro/core (Central Cloud). Connectivity between these two endpoints 

is provided through a multi-technology transport network comprising point-to-point microwave links and 

optical network technologies. For the wireless transport we consider links operating in the Sub-6 GHz and 

60GHz frequency bands, while for the optical transport, WDM network platforms [1] combining both 

active and passive optical elements. Active frame based WDM optical networks offer very low latency, 

transparent synchronisation and service differentiation at the edge while WDM-PONs are used for the 

interconnection of the RUs with the metro/core optical network and the BBUs. Now, let  Σ𝑟1, Σ𝑟2 be the 

processing requirements of the lower and upper-layer functions, respectively, of RU 𝑟 ∈ ℛ. As shown in 

Figure 32., Σ𝑟1  includes BBU functions ranging from ”RF-to-basedband” conversion up to ”receive 

processing” whereas Σ𝑟2 includes the ”decoding” and ”MAC” functions. Let also 𝑆 be the set of all servers 

(MEC, central cloud) and 𝑆𝑡 be the set of MEC and central cloud servers hosting BBU functions at stage 

𝑡, 𝑡 = 1,2 of the optimisation process with 𝑆1 ∪ 𝑆2 ⊆ 𝑆. 
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Figure 32:  MEC-assisted 5G network supporting railway services. Functions up to “Receive Processing” 
are handled by MEC servers and the remaining by the Central Cloud, releasing network resources at the 

core. 

In D2.3, a multi-stage framework is developed where during Stage 1 (𝑡 = 1) of the optimisation process, 

the first set of functions of all fronthaul flows in the service chain (i.e., functions with processing 

requirements Σ𝑟1) are assigned at servers 𝑠 ∈ 𝑆1. This is achieved by minimising the total compute and  

network resource power consumption, approximated through the following cost function: 
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𝒇𝟏(𝐱𝟏,𝐳𝟏) = ∑ 𝓔𝑺𝟏 (∑ 𝒙𝒓𝒔𝟏 𝚺𝒓𝟏
𝒓∈ 𝓡

 )
𝒔∈𝑺𝟏  

+ ∑ 𝓔𝒆 (∑ 𝜹𝒓𝒑𝒆 𝒛𝒓𝒑𝟏
𝒓∈𝓡,𝒔∈𝑺𝟏,𝒑∈𝑷𝒓𝒔

)
𝒆∈𝑬

             

Eq. 6 

 

 

Table 9 Parameters and Variables used in the Optimization framework 

Symbol 
Description 

𝑁  Set of Nodes in the 5G network 

𝐸  Set of Links 

ℛ Set of Remote Units (RUs) 

𝑇 Set of stages of the optimization problem 𝑇 = {1,2} 

𝑆𝑡 Set of servers used at stage 𝑡 ,𝑡 ∈ 𝑇 

𝑃𝑟𝑠 Set of candidate paths interconnecting RU 𝑟 ∈ ℛ with server 𝑠 ∈ 𝑆  

𝑃𝑟𝑠𝑠′ Set of candidate paths interconnecting server 𝑠 ∈ 𝑆1 hosting the lower layer functions of RU  𝑟 ∈ ℛ with server 

𝑠′ ∈ 𝑆2 hosting the upper layer functions. 

Σ𝑟1  Processing requirements of the lower layer functions of the BBU chain of RU 𝑟 ∈ ℛ 

Σ𝑟2  Processing requirements of the upper layer functions of the BBU chain of RU 𝑟 ∈ ℛ 

ℎΣ𝑟1  Transport network bandwidth requirements of function Σ𝑟1  for RU 𝑟 ∈ ℛ 

ℎΣ𝑟2 Transport network bandwidth requirements of function Σ𝑟2  for RU 𝑟 ∈ ℛ 

𝐶𝑠 Total processing capacity of  server 𝑠. 

𝐶𝑠𝑡  Available processing capacity of  server  

𝑠 at stage 𝑡 ,𝑡 ∈ 𝑇. 

𝐶𝑒𝑡  Available capacity of link 𝑒 ∈ 𝐸  at stage 𝑡 ,𝑡 ∈ 𝑇 

𝛿𝑟𝑝𝑒 Binary coefficient indicating whether link 𝑒 belongs to path 𝑝 ∈ 𝑃𝑟𝑠 realizing transport network demands of RU 𝑟 

or not 

𝐷𝑟  Delay threshold for RU 𝑟. 

𝐷𝑟𝑠𝑡  Processing time of BBU functions of RU 𝑟 at server 𝑠 and stage 𝑡. 

𝐷𝑟𝑝𝑡  Propagation delay of FH flow originating from RU 𝑟 across path 𝑝 at stage 𝑡. 

𝐇𝑡  Matrix with elements ℎ𝑟𝑡 

𝐂𝑒𝒕 Matrix with elements 𝐶𝑒𝑡  

𝐃𝑟 Matrix with elements  𝐷𝑟 

𝐂𝑠 Matrix with elements  𝐶𝑠  

𝐂𝑒 Matrix with elements 𝐶𝑒 ,  

𝑥𝑟𝑠1  First stage (𝑡 = 1) binary decision variable indicating whether function Σ𝑟1  of RU 𝑟 ∈  ℛ is processed at server 

𝑠 ∈ 𝑆1 or not 

𝑥𝑟𝑠2  Second stage (𝑡 = 2) binary decision variable indicating whether function Σ𝑟2  of RU 𝑟 ∈  ℛ is processed at server 

𝑠 ∈ 𝑆2 or not 

𝑧𝑟𝑝1 First stage (𝑡 = 1) variable indicating the capacity allocated in support of the transport network requirements of 

RU 𝑟 over path 𝑝 ∈ 𝑃𝑟𝑠 
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In  Eq. 6, the summation ∑ 𝑥𝑟𝑠1 Σ𝑟1𝑟∈ ℛ  captures the total processing load of all Σ𝑟1 functions processed at 

server 𝑠, 𝑥𝑟𝑠1 is a binary decision variable indicating whether function Σ𝑟1 of RU 𝑟 ∈  ℛ is processed at 

server 𝑠 or not, 𝐱1  is a vector containing all first stage decision variables 𝑥𝑟𝑠1 and ℰ𝑠  is the power 

consumption model of server 𝑠. ℰ𝑒  is the power consumption model for links 𝑒. Network-related costs 

capture the costs of creating flows with rate, ℎΣ𝑟1
, transmitting the lower BBU functions Σ𝑟1 from RU 𝑟, to 

the MEC. 𝑃𝑟𝑠  denotes the set of candidate paths interconnecting RU 𝑟 with a server 𝑠 ∈ 𝑆1  and 𝛿𝑟𝑝𝑒 is a 

binary coefficient indicating whether link 𝑒 belongs to path 𝑝 realising transport network demands of RU 

𝑟 or not. Now let 𝑧𝑟𝑝1 be a variable indicating the network capacity allocated to path 𝑝 ∈ 𝑃𝑟𝑠1  for flow 𝑟 

and ℎΣ𝑟1
 the transport network bandwidth requirements of function Σ𝑟1. ℎΣ𝑟1

 can be directly estimated 

using the analysis descibed in [29]. Note that the second part of the objective function Eq.6 captures all 

network load that is transferred through link 𝑒.  The notation used in the formulation is summarised in 

Table 9. 

During Stage 1 of the optimisation process, the objective function should be minimised subject to a set of 

network and processing demand constraints described through the following set of equations:  

 

∑ 𝑥𝑟𝑠1
𝑠∈ 𝑆1

= 1, ∀ 𝑟 ∈ ℛ    (7)  

∑ 𝑥𝑟𝑠1Σ𝑟1
𝑟∈ ℛ

≤ 𝐶𝑠1 , ∀ 𝑠 ∈ 𝑆1 (8) 

∑ ∑ 𝑥𝑟𝑠1𝑧𝑟𝑝
𝑝∈ 𝑃𝑟𝑠𝑠∈ 𝑆1

= ℎΣ𝑟1
,∀ 𝑟 ∈ ℛ (9) 

∑ ∑ ∑ 𝛿𝑟𝑝𝑒𝑧𝑟𝑝1
𝑝∈ 𝑃𝑟𝑠𝑠∈ 𝑆1𝑟∈ ℛ

≤ 𝐶𝑒1 ,∀ 𝑒 ∈ 𝐸 (10) 

Constraint (7) limits the number of servers where Σ𝑟1-type of functions can be processed to one, (8) 

indicates that the total number of tasks that can be assigned to server 𝑠, 𝑠 ∈ 𝑆1 cannot exceed its 

available processing capacity 𝐶𝑠1 at stage 1, while equations (9) - (10) introduce network demand and 

capacity constraints, respectively. In (10), 𝐶𝑒1 is the available capacity of network link 𝑒 at stage 1. After 

the solution of the first stage optimisation problem, the remaining server and network capacity that can 

be used for the subsequent functions in the chain will be equal to:  

𝑪𝒔 − ∑ 𝒙𝒓𝒔𝟏𝚺𝒓𝟏
𝒓∈ 𝓡

= 𝑪𝒔𝟐   
(11) 

𝐶𝑒 − ∑ ∑ ∑ 𝛿𝑟𝑝𝑒𝑧𝑟𝑝1
𝑝∈ 𝑃𝑟𝑠𝑠∈ 𝑆1𝑟∈ ℛ

= 𝐶𝑒2 
(12) 

In Stage 2, the second set of functions of the FH service chain ( Σ𝑟2) are forwarded to server 𝑠 ∈ 𝑆2 for 

processing. Now, let 𝑥𝑟𝑠2 be the second stage binary decision variables taking value equal to 1 if functions 

Σ𝑟2 of RU 𝑟 ∈  ℛ  are processed at server 𝑠 ∈ 𝑆2 , 0 otherwise. Connectivity between servers 𝑠 ∈ 𝑆1 

hosting Σ𝑟1 of RU 𝑟 and servers 𝑠′ ∈ 𝑆2  hosting Σ𝑟2 is provided through a set of candidate paths 𝑃𝑟𝑠𝑠′. The 

decision variables of the second stage optimisation problem that are responsible to forward and allocate 

the second set of functions of the FH service chain to the optimal servers for processing, depend on the 

results of the first stage problem. Typical example incudes the set of path 𝑃𝑟𝑠𝑠′  that can be used to 

forward the output of the first function in the chain to the subsequent one (i. e., Σ𝑟1 to Σ𝑟2). This set 
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depends on the decisions taken by the first stage problem regarding the servers where Σ𝑟1 functions can 

be placed. Other examples include the available capacity at the servers and network links. All this  

unknown information is revealed gradually as we proceed deeper in the processing of the service chain. 

The optimal compute and optical network resource assignment problem in 5G environments can be 

solved through the minimisation of the following nested cost function: 

min
𝐱1 ∈𝒳1

𝑓1(𝐱1,𝐳1) + 𝔼 [ inf
𝐱2∈𝒳2

𝑓2(𝐱2,𝐳2)]   (Eq.13) 

where extending (5.1) 

𝑓𝑡 (𝐱𝑡,𝐳𝑡) = ∑ ℰ𝑆𝑡 (∑ 𝑥𝑟𝑠𝑡Σ𝑟𝑡𝑟∈ 𝑅  )𝑠∈𝑆𝑡 + ∑ ℰ𝑒 (∑ 𝛿𝑟𝑝𝑒𝑧𝑟𝑝𝑡𝑟∈ℛ,𝑠∈𝑆𝑡 ,𝑝∈𝑃𝑟𝑠
)𝑒∈𝐸   (14) 

The multi-stage linear programming model described through (1)-(9) can be decomposed into a Master 

Problem (MP) and a sub-problem (SP) and solved using BD [30].  

 

a)             
     b)       

          c) 

Figure 33: a) Network with 300 RUs. Black lines indicate optical and red lines wireless links, b) HRG 
graph of the random topology in (a), c) vBBU SC in the HRG domain: RUs forward their low-level BBU 

functions to the MEC and then to the central cloud. 

2.3.1 Accelerating Convergence Using HRG theory  

The BD-based algorithm successfully solve the service provisioning problem in MEC-assisted 5G 

environments. However, its computational complexity is still significant as the number of parameters 

involved in the process increase exponentially with the size of the network making it unsuitable for large 

optimisation scenarios. In response to this we propose a decomposition technique based on HRGs that 

reduces the computational complexity of the SC process and accelerates the convergence process. 

Through HRG, the network graph over which the optimisation is applied can be simplified reducing the 

number of variables included in the optimisation model. However, a prerequisite for the successful 

implementation of HRG is the development of algorithms that can detect, in a cost-effective manner, a 

dendrogram that reflects with high probability the generic topological properties of 5G networks. This 

hierarchical structure can simplify the SC embedding process as it exposes to the ML-ILP problem a 

limited set of well-defined candidate paths that can support these flows. To apply HRG-theory the 

following steps are adopted: 
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Step 1: 5G topology decomposition using HRG 

5G networks comprise access networks domains with densely interconnected devices (i.e., V2V, IoT etc) 

and transport optical networks sparsely interconnected with optical network nodes. HRGs capture these 

properties through parameter, 𝑝𝑛, 𝑛 ∈ 𝑁 indicating the interconnection probability of any two nodes in  

the network. 𝑝𝑛  takes high values in densely interconnected network (i.e. an RU servicing multiple users) 

and low values for optical nodes with limited connectivity. Assuming that ℯ𝑛 is used to denote the 

number of links interconnected to node 𝑛, 𝐶𝑛 the total capacity of the node, and 𝑅𝑛, 𝐿𝑛  the number of 

links of all nodes in the subtrees that are right and left, respectively, of node 𝑛, then, the likelihood of an 

HRG graph 𝐺∗ is given by [31] 

 

𝐿(𝐺∗,𝑝𝑛 ) = ∏ 𝑝𝑛
ℯ𝑛/𝐶𝑛 (1 − 𝑝𝑛)𝐿𝑛 𝑅𝑛−ℯ𝑛/𝐶𝑛  𝑛∈𝐺∗    Eq. 15 

 

Equation (10) indicates that the connection probability of two nodes in the HRG increases with ℯ𝑛/𝐶𝑛 . 

For higher values of ℯ𝑛, the probability a randomly selected node to be attached to 𝑛 increases. Similarly, 

the probability that a randomly selected RU is directly attached to an optical transport node is very low 

and reduces with 𝐿𝑛 𝑅𝑛. As 𝐿𝑛𝑅𝑛 increases, the number of elements that are low in the hierarchy 

increase. It can be easily shown that (5.10) is maximised at 

 

𝑝𝑛
∗ =

𝐸𝑛

𝐶𝑛𝐿𝑛 𝑅𝑛
       Eq.16 

taking values equal to 

 

𝐿(𝐺∗,𝑝𝑛 ) = ∏ 𝑝𝑛
∗𝑝𝑛

∗
(1 − 𝑝𝑛

∗)𝐶𝑛𝐿𝑛𝑅𝑛  𝑛∈𝐺     Eq.17 

or in log scale 

 

log 𝐿(𝐺∗,𝑝𝑛 ) = − ∑ 𝐶𝑛𝐿𝑛𝑅𝑛𝑛∈𝐷 ℋ𝑛(𝑝𝑛
∗)    Eq.2-18 

 

where the ℋ𝑛(𝑝𝑛
∗) function denotes the Shannon entropy. 
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Figure 34 a) Bristol Is Open (BIO) Converged 5G Network, b) Hierarchical Random Graph (HRG) of the BIO 
Infrastructure. 

 

Step 2: Optimal Fitting of the HRG to the 5G network 

Once the likelihood of the possible HRGs has been determined, a sampling technique based on the 

Markov Chain Monte Carlo (MCMC) approach can be applied. MCMC samples the candidate HRGs 

proportionally to their likelihood and identifies the HRG with the maximum 𝐿(𝐷, 𝑝𝑛) value [31]. The 

maximum likelihood HRG fits the real world 5G graph with high accuracy. An example of this process for a 

300 node network (Figure 33a)) is shown in Figure 33b. Once fitted, the optical transport nodes appear 

high in the hierarchy of the generated HRG (close to the centre). On the other hand, RUs are low in the 

hierarchy and are embedded at the edge of the disk (Figure 33 c).  

Step 3: Optimal Service Chaining in the HRG space 

After decomposing the 5G network into a hierarchical graph, a solution for the SC problem in MEC - 

assisted 5G environments can be obtained. The ML-ILP problem described in Section II can be easily 

solved in the HRG space as the number of candidate paths that interconnect RUs with servers 𝑠 ∈ 𝑆 that 

support processing of the requested SCs has been drastically reduced. A graphical representation of this 

benefit is shown in Figure 33 c. It is observed that employing this methodology, central clouds servers 

which are directly attached to the core have been placed close to the root of the HRG whereas MEC 

servers have been embedded low in the hierarchy providing an intuitive solution to the problem. During 

this step, the BD algorithm described in Sec. III is executed over the simplified graph and the optimal 

allocation strategies are obtained.  

Step 4: Service re-provisioning 

HRGs are updated frequently to better fit the topological changes of the 5G network (i.e. link failures, 

beam steering, mobility, insufficient capacity etc). Given that these topological changes are observed 

mostly at the edge, the likelihood of the updated 5G graph is very similar to the original one.  Therefore, 

during the re-provisioning phase, MCMC samples only a small subset of graphs with likelihood values  

close to those of the original graph. Once the updated graph has been determined, Step 3 is executed.   
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Figure 35: Comparison between C-RAN, ML-ILP and the HRG schemes for the BIO topology. 

2.3.2 Numerical Results 

We evaluate the performance of the proposed optimisation framework under various topologies 

(including the Bristol is Open (BIO) topology) for the scenario where RUs  offload their signal processing 

functions to the MEC-assisted 5G Network. For the BIO topology we consider a set of 48 RUs evenly 

distributed across a 10x10 km2 area. RUs are backhauled through microwave point-to-point links and a 

dynamic frame based optical network solution [1]. This solution deploys a single fibre per link, 4 

wavelengths of 10Gbps each per fibre and minimum bandwidth granularity of 100Mbps. Power 

consumption figures for the optical network can be found in [1]. The bandwidth of the microwave 

transceivers considered is 2Gbps and their associated power consumption is 45W. We assume the 

realistic traffic statistics reported in [33]. For BBU processing, two types of servers have been considered: 

a) small scale MEC servers close to the RUs and, b) central cloud servers hosted by large scale DCs. MEC 

servers have an average cost equal to 2Watts/GOPS while the processing cost for the central cloud 

servers is 1.6Watts/GOPS [29]. We also consider that MEC servers are placed in all optical network edge 

nodes whereas central cloud servers are placed in nodes 4, 22, 26 and 42  
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Figure 36: Comparison between C-RAN, ML-ILP and the HRG schemes for the BIO topology in terms of 
network utilisation. 

 
We initially compare the proposed ML-ILP scheme with the traditional C-RAN approach where all tasks 

are processed by fixed BBUs placed in the central cloud, with and without the adoption of HRG. Sizing of 

BBUs in this case is performed under maximum traffic demands. In Figure 35 it is shown that the HRG-

based optimisation scheme outperforms C-RAN in terms of power consumption and achieves very close 

performance to the optimal ML-ILP approach. In C-RAN all BBU functions are offloaded to the central 

cloud having significant FH network requirements and, therefore, increased power consumption. Through 

the introduction of the proposed scheme and the processing of some functions in MEC, FH network 

requirements are drastically reduced leading to lower network utilisation (Figure 36) and reduced power 

consumption level. We also observe that the introduction of the HRG approach introduces minimal 

performance degradation compared to the optimal solution of the ML-ILP approach without the HRG 

simplification. As previously mentioned, HRG reduces the number of the available paths interconnecting 

the RUs with the compute nodes leading in some cases to sub-optimal solutions. However, compared to 

the benefits obtained from the reduction of the computational complexity this impact is negligible.  

Figure 37 shows the impact of the number of samples taken during the MCMC process to identify the 

graph that reflects with high probability the properties of the 5G topology. As expected, for higher 

number of tree samples, the optimality gap of the solution obtained adopting HRG is reduced as the 

probability to detect a hierarchical graph with higher likelihood increases. The optimality gap also 

increases with the size of the 5G network topology. Therefore, for larger 5G network topologies a higher 

number of samples should be taken to achieve the same optimality gap. At this point it should be 

mentioned that the HRG detection process can be carried out offline (or in parallel to the ML-ILP problem) 

without affecting the speed of convergence of the SC allocation process.  
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Figure 37: Optimality gap as a function of the number of HRG samples, c) Number of paths used in the 
ML-ILP and the HRG. 

 
Figure 38: Number of paths used in the ML-ILP and the HRG. 

 
From Figure 38 it is observed that that with the adoption of HRG the complexity of the BBU function 

allocation is reduced. This is due to that using HRG the number of candidate paths, and consequently the 

number of variables, that are used to interconnect the RUs with the compute resources are minimised. 

This has a direct benefit on the reduction of the time required to solve the optimisation problem. The 

total execution time for the HRG scheme for up to 300 nodes is less than 20sec for whereas for the ML-ILP 

scheme the same value reaches 600 sec.  
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2.4 5G Network Design with Reduced Computational Complexity Using AI 
Techniques 

The concept of Mobile Edge Cloud (MEC) has been proposed as a key enabling technology that can be 

used to address the strict latency and processing requirements of 5G services [101]. Through the 

placement of servers with moderate storage and processing power at the edge of the Radio Access 

Network (RAN) and in close proximity to the mobile subscribers [102], the need for longer transport 

distances can be reduced leading to lower end-to-end latencies. This can improve end-users experience 

and enable the provisioning of a wide set of delay sensitive services including, positioning, connected and 

automated driving, augmented reality, video analytics etc.  

MEC can also assist RANs to extend their network coverage and enhance connectivity in areas where 

macro cell coverage is limited or not available. This concept, for example, can be realised through in-

cabin/in-vehicle or even backpack installation of low-cost Remote Units (RUs) which can be coupled with 

softwarised implementations of the LTE protocol stack running on local MEC servers. C -RAN can address 

effectively the limitations of traditional RAN, reducing the cost and offering increased the scalability and 

flexibility. However, C-RAN requires very large transmission bandwidth and imposes strict latency and 

synchronisation constraints. The functional split concept allows separating the signal processing functions 

into individual functional blocks that can be dealt with in the form of a function chain where each 

function can be processed independently as long as the chain order is maintained. This approach allows to 

handle lower layer functions locally and offload higher layer functions remotely to the RU at a Central 

Unit (CU). In case that this allocation of local and remote functions is performed dynamically in a flexible 

fashion the approach is referred to as flexible functional split.  

In 5G infrastructures transport networks can be supported through integrated optical and wireless 

network domains offering converged backhauling and fronthauling functionalities [90]. This approach can 

offer high capacity transport networks interconnecting RUs with compute resources where softwarised 

versions of the RAN protocol stack are executed. This is enabled by a control plane that manages and 

optimises the operation of a large number of highly heterogeneous network and compute elements, 

taking decisions related to: i) optimal embedding of service requests and creation of service chains over 

the converged network resources [105], [106], ii) optimal infrastructure slicing across heterogeneous 

network domains [107], iii) optimal sharing of common resources in support of both telecommunication 

and vertical industry services [108], iv) optimal fronthaul deployment strategies including optimal placing 

of central units with respect to remote units, functional split selection etc. [109], [110]. These problems 

are traditionally addressed by centralised control and orchestration platforms using a large variety of 

mathematical modelling frameworks, based on integer linear [111] and non-linear [101] programming, 

stochastic linear and non-linear formulations [112] etc.  

Although these approaches can be effectively used to optimise the operational points of the whole 

infrastructure, they are unsuitable for real time network deployments due to their increased 

computational complexity and slow convergence time. The problem is further exaggerated under 

scenarios considering highly varying 5G topologies. A typical example is shown in Figure 1 where the 

introduction of short lived mobile base stations (such as LTE gNBs used for emergency or transportation 

services) may negatively affect the performance of the whole system.  
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A suitable approach to enable optimal real time decision making in 5G environments is envisioned to take 

advantage of low computational complexity online tools based on Neural Networks (NNs) [113] exploiting 

optimal solutions available through offline tools based on Integer Linear Programming (ILP) . The offline 

ILP planning models can be used to create a set containing the optimal design policies for converged 5G 

network environments. NNs can then use the output of these models for design and training purposes. 

Once the optimal NN structures have been identified, they can be used by the centralised controller or 

the MEC server to forecast in real time the optimal operational parameters of the 5G network.   

 

Metro/Core Optical

MEC

MEC

Data Centre
CU

Short Lived RUs

Fixed RUs

Short Lived FH flows

Permanent FH flows
 

Figure 39: Varying 5G network topology with short lived/permanently operating RUs. 

Preliminary results in this direction indicate that NNs can be effectively used to predict the optimal 

operational conditions of the 5G network that match the solutions obtained through the ILP models. 

However, this approach suffers from the increased computational complexity required to identify the 

optical NN architecture for every 5G network component (i.e. optical fibre, RUs, etc). This problem, also 

known as NN hyperparameter optimisation, is hard since the number of parameters that can be selected 

when building a NN-based mode is extremely high. Acceleration of the NN hyper-parameter tuning 

process has been extensively studied in the literature and several solutions have been proposed [113], 

[118]. These include, exhaustive search for NN structure combinations (number of neuros, hidden layers, 

epochs etc) with the objective to minimise the root-mean-squared-error (RMSE) [113]. 

In IN2DREAMS, we have proposed an alternative approach to the optimal NN hyperparameter selection 

problem adopting clustering techniques. Taking advantage of the correlation that exists between input 

traffic statistics, network topologies and routing decisions in optical clouds, a hierarchical clustering 

model is proposed that groups devices with similar hyperparameters. This enables the on the fly 

identification of the optimal NN structure for the devices encompassing the 5G network taking into 

account actual input traffic statistics. This approach is crucial for real time optimisation solutions and 

enables the NN model selection to become more flexible and re-constructible.  

2.4.1 Problem Description 

We consider the generic case of a converged 5G infrastructure interconnecting a set ℛ of remote units 

(RUs) with a set 𝒮 of S Central Units (CUs). ℛ comprises a subset ℛ𝐹 of permanently installed (fixed) RUs 

and a subset ℛ𝑆𝐿 of short-lived RUs (i.e., mobile gNBs in transportation environments or gNB offering 
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services in a train crossing a specific area etc) with ℛ = ℛ𝐹⋃ℛ𝑆𝐿 In this problem setting, the accurate 

number of RUs and, subsequently, the source-destination (RU-CU interconnections) FH pairs is not known 

in advance as the number and type of short lived RUs may greatly variate over time. A graphical 

representation of this concept is shown in Figure 39 where an integrating wireless access and optical 

transport network together with compute elements in support of FH flows for both short-lived and 

permanently operating RUs is illustrated. 

To solve the service provisioning under uncertain source demands, a two-stage stochastic optimisation 

model can be formulated, with the first-stage capturing the deterministic demands generated by ℛ𝐹and 

the second-stage the uncertainty introduced by ℛ𝑆𝐿 In a generic form, this problem will be solved 

minimising the following cost function: 

min
𝐱1∈𝒳1

𝑓1(𝐱 1) + 𝔼 [ inf
𝐱2∈𝒳2

𝑄(𝐱2,𝜔)] Eq. 19 

 
with  

𝑓1(𝐱1) = ∑ ∑ 𝑐𝑠𝑥𝑟𝑠
𝑟∈ ℛ𝐹𝑠∈𝑆 

+ ∑ ∑ 𝑐𝑒𝑥𝑟𝑒
𝑟∈ ℛ𝐹𝑒∈𝐸 

 
Eq. 20 

 

𝑄(𝐱2,𝜔) = ∑ ∑ 𝑐𝑠𝑥𝑟𝑠
𝜔

𝑟∈ ℛ𝑆𝐿
𝜔𝑠∈𝑆 

+ ∑ ∑ 𝑐𝑒 𝑥𝑟𝑒
𝜔

𝑟∈ ℛ𝑆𝐿
𝜔𝑒∈𝐸 

 

 

Eq. 21 

 

In the first stage optimisation function (Eq. 20), 𝑥𝑟𝑠 denotes the resources used at server 𝑠 for the 

processing of the FH flows originating from RU 𝑟 ∈  ℛ𝐹 while 𝑥𝑟𝑒 is the network capacity used at link 𝑒 ∈

ℰ by the FH flows originating from RU 𝑟 ∈ ℛ𝐹. The first stage problem is solved subject to a set of 

constraints 𝒳1 indicating that i) the total number of BBUs that can be assigned to server 𝑠  cannot exceed 

its available processing capacity, ii) sufficient network and compute resources are allocated for the 

provisioning of FH flows and, iii) FH flows do not violate network capacity and latency constraints. In the 

second stage problem, the remaining network and compute capacity is allocated at the short-lived RUs 

with the objective to minimise cost function (Eq. 21) under a possible scenario 𝜔. In equation (Eq. 21), 𝑥𝑟𝑠
𝜔  

and 𝑥𝑟𝑒
𝜔  indicate the compute and network resources allocated for the provisioning of a FH flow under a 

possible scenario where RU 𝑟 ∈ ℛ𝑆𝐿
𝜔  is active. This scenario appears with a probability 𝑝𝜔 > 0. The second 

stage problem is solved under a set of constraints 𝒳2 that take into account the remaining capacity from 

the first stage problem. This type of problems is solved using Stochastic Linear Programming (SLP) [101]. 

Therefore, using as inputs network topology details, traffic statistics, the probability distribution that the 

various scenarios may appear, the location where each function/task will be processed together with the 

required network and compute resources can be determined.  
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Figure 40: Dendrogram of the agglomerative clustering algorithm applied in our network elements. 

The main limitation of this approach is related to the high computational complexity and the slow 

convergence of the SLP-based models. In response to this observation, we propose a two-stage neural 

network framework for real time service provisioning, extending our previous work in [113]. In, the first 

stage, long short-term memory (LSTM)-NNs are used for traffic forecasting while in the second multilayer  

perceptron (MLP)-NNs are adopted for the prediction of the optimal operational parameters of the 5G-

Network [113]. This is achieved through the estimation of the optimal MLP-NN structure (number of 

neurons, the number of hidden layers, the batch size and the number of epochs) that can fit the solutions  

obtained using the offline optimisation framework. The main limitation of this approach is related to the 

fact that identification of the optimal hyperparameters that characterise the NN's structure is time 

consuming process. Therefore, for scenarios with frequent topological changes the identification of the 

optimal NN structure in due time is not possible. 
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a)                                                                  b)                                                              c)            

Figure 41: Automated hyperparameter selection for two RUs a) wireless traffic statistics over a 
10x10km access  network, b) clustering of RUs based on their hyperparameters, c) lookup table for 

hyperparameter selection. 

To simplify and accelerate the hyperparameter selection process, a clustering approach is proposed taking 

advantage of the inherent correlation that exists between input traffic statistics, 5G topology and routing 

decisions. To demonstrate the effectiveness of this approach,  consider the simple case where the 5G 

network is altered by the arrival of two short-lived RUs, namely RU1 and RU2 shown in Figure 41.Once 

activated at the specific location, their optimal NN structure that can be used to determine the 
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operational parameter of interest for the upcoming time instances can be readily obtained. To achieve 

this, a clustering algorithm is used to group RUs with similar NN structures. When the clustering analysis is 

complete RUs are classified as part of one of the resulting clusters. Once RUs have been clustered, the 

hidden layers and epochs are selected on the fly to determine the optical the NN model structure (Figure 

41c)). In the final step, the optimally extracted NN structure for each RU is trained using the traffic 

statistics that are available at the corresponding location. A detailed description of this process is 

provided in the following Section.  

2.4.2 Real Time Optimisation For 5G 

2.4.2.1 Clustering Preliminaries 

Cluster analysis is a machine learning method for identifying homogeneous groups of objects, known as 

clusters, based on a measure of similarity. Objects belonging to the same cluster are similar to each other, 

but are very dissimilar to objects belonging to different clusters. Each object can be graphically 

represented as a point in a 𝑛-dimensional space, where 𝑛 is the number of features that characterise the 

object. Clustering analysis is an exploratory analysis, since many parameters of the final clustering analysis 

have to be investigated. Particularly, the metric which measures the correlation of objects has to be 

selected, while the clustering algorithm that will be used and the number of different clusters have to be 

determined. Most methods calculate measures of similarity or dissimilarity by estimating the distance 

between pairs of objects. The distance between more similar objects is small, whereas the distance 

between dissimilar objects is large [114]. The most convenient metric for object’s similarity is the 

Euclidean distance. There are several clustering algorithms. These algorithms can be classified in 

hierarchical and partitioning methods [115]. The clustering method used in this study is the hierarchical 

clustering and in particular the agglomerative technique. The most popular agglomerative clustering 

algorithms are the single linkage, the complete linkage, the average linkage and the Ward’s algorithm 

which are differentiated according to the way that calculate the distance between the clusters.  In the 

present study after we have implemented a trial and error process, we select the Ward’s method. This 

algorithm calculates the total sum of squares of the distances within each cluster and aims to minimise 

them. These sum of squares within the cluster are known as square error sums (ESS) and their formula is:  

𝐸𝑆𝑆 = ∑ 𝑥𝑖
2

𝑛

𝑖=𝑖

−
1

𝑛
(∑𝑥𝑖

𝑛

𝑖=1

)

2

 

𝐸𝑆𝑆(𝑀 𝑔𝑟𝑜𝑢𝑝𝑠 ) =  ∑ 𝐸𝑆𝑆𝑗
𝑗=𝑀
𝑗=1   

where the 𝑥𝑖 is the score of the individual 𝑖𝑡ℎ [116]. 

Initially, the number of clusters is equal to the number of objects as each object represents an individual 

cluster. At first the most similar objects are merged to establish a new cluster. Then another pair of 

objects is merged and linked to a higher level of the hierarchy. In this way a tree-like structure is 

constructed, each level of which is composed of a different number of clusters. In the higher levels the 

dissimilarity between the merged clusters is increased.  Finally, since similarity decreases, all the sub-

clusters are merged in a single cluster at the top of the hierarchy. This process can be visualised with a 

dendrogram as shown in Figure 40. 
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Figure 42 Clustering model results. 

2.4.2.2 Hyper-parameter Optimisation using the Agglomerative Clustering Algorithm 

In [113] we proposed a LSTM-NN to forecast the input traffic at each RU and we implemented an 

exhaustive search in order to find the optimal LSTM’s structure. This work is concentrates on identifying 

the parameters of LSTM-NN for each RU without having to implement an exhaustive search suffering high 

complexity that makes it impractical for real time network configurations. Therefore, we propose to 

construct another model to search the NN’s  hyperparameters.  

Table 10: Agglomerative Clustering Algorithm 

Step 1: Begin with N clusters, each one composed 

of a single RU and a symmetric table of distances 

between the RUs. 

Step 2:  Search in the table of distances, the pair of 

clusters-RUs with the highest similarity, which 

means the smallest distance.  

Step 3: If the most similar clusters are RUi and RUj., 

merge the clusters RUi and RUj and create a new 

cluster C1, that comprises the RUi and RUj objects.  

Step 4: Recalculate the table of distances by 

removing the rows and columns related with the 

clusters RUi and RUj and adding a new row and 

column that contain the distances of the new 

cluster C1 and the other clusters. 

Step 5: Repeat N-1 times the step 2,3, and 4. Report 

the clusters that were merged, the levels at which 

this merge was occurred. 
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Each RU of the dataset is characterised by a set of statistical variables associated with the traffic and its 

distribution. This information is sufficient for a clustering model to group similar RUs in the same cluster 

using the algorithm summarised in Table 10. following this, each of the resulting clusters is linked with a 

specific LSTM configuration. So, for the RUs belonging to the same cluster, the LSTM’s parameters are 

selected automatically. Finally, the NN-based model is trained to predict the RU’s traffic in the next time 

period. To assign the LSTM configurations to the appropriate clusters, we introduce a threshold value to 

the prediction error and we try to approximate the NN hyper-parameters instead of finding the optimal 

one. This relaxation enables the creation of a set of suitable LSTM configurations for each RU. Similar 

configurations that belongs to these sets are linked with specific clusters.  

2.4.2.3 Numerical Results 

Topology description 

In our previous study the performance of the NN-based optimisation framework was evaluated using the 

optical transport network topology presented in [113] over which 21 RUs are developed. Each RU serves 

mobile devices that generate demands according to real dataset reported in [117]. In the current study, 

we extend this dataset by creating more RUs with random traffic statistics based on the distributions of 

the real data. This extension is mandatory and efficient to produce more reliable clustering results.  

RUs grouping using clusering approach 

To group the most similar RUs in the same cluster the clustering algorithm described in Section III is 

applied to the dataset. This dataset is composed of a set of statistical parameters that describe the traffic 

of the RUs and provide the required information to perform the required RU comparison and clustering. 

These include the traffic distribution, the mean value and standard deviation. Figure 44 shows the 

clustering results. Based on these results three clusters are selected.  

 

Figure 43: Traffic forecasting using LSTM as derived from the clustering approach. 
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                                                                                         b) 

Figure 44: a) NN forecasting error for the two different LSTM approaches. Dashed line represents the threshold 
error. b) Comparison between exhaustive search and clustering approach in terms of execution time 

Neural Network topology approximation 

In [113] for each network element an exhaustive search described in Section II was performed to design 

the optimal NN architecture that predict with very high accuracy the traffic for the following time period 

and then the optimal policies as they have been obtained by the corresponding ILP. In the present study, 

this optimisation problem is relaxed by adding a higher error threshold in the range of (1.5%-5%), 

whereas the previously accepted error was in the range of (0.1%-3%). In addition, we introduce a 

clustering approach in order to reduce the execution time. 

Once the clustering model has been produced, the NN hyper-parameters are selected as described above. 

The results that are obtained by these two different approaches must have similar performance. AA 

trade-off between execution time and prediction's accuracy are introduced with our clustering method. 

As shown in the first figure, we observe an increase on the forecasting error, which however is st ill below 

the threshold we have set. On the other hand, in the second figure, the gain in execution time is very 

high. 
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3 Control and Management of the Integrated ICT Solution  

3.1 Introduction 
As already discussed the proposed ICT platform (Figure 2) exhibits a large degree of heterogeneity in 

terms of technologies. To address the challenge of managing and operating this type of complex 

heterogeneous infrastructure, we propose the integration of the Software Defined Networking (SDN) and 

Network Function Virtualisation (NFV) approaches. In SDN, the control plane is decoupled from the data 

plane and is managed by a logically centralised controller that has a holistic view of the network [ETSI 

2014]. In early SDN deployments the data plane implementations only supported packet forwarding 

related functionalities. However, the advent of new high performing technologies such as LiFi and 

dynamic optical railway network solutions necessitate the execution of much more complex networking 

functions such as scheduling, network monitoring and management, resource virtualisation, isolation etc. 

In response to this, SDN controlled programmable hardware infrastructures can now effectively support 

implementation of these functionalities using high level programming languages.  At the same time, NFV 

enables the execution of network functions on compute resources by leveraging software virtualisation 

techniques [ETSI 2015]. Through joint SDN and NFV consideration, significant benefits can be achieved, 

associated with flexible, dynamic and efficient use of the infrastructure resources, simplification of the 

infrastructure and its management, increased scalability and sustainability as well as provisioning of 

orchestrated end-to-end services. 

SDN is an emerging network architecture that aims at providing network administrators with the ability of 

programmable, flexible and dynamic resource management through centralised control. The fundamental 

concept of this architecture is the separation of the network control from the forwarding functions. The 

control plane is responsible for the routing of the packets and the data layer for transporting them. Unlike 

the traditional TCP / US architecture, where routing is in line with the static IP protocol, SDN provides the 

ability to use routing policies based on the requirements of each client and the needs of the network. 

Networks become programmable and manageable, making the infrastructure transparent for the 

applications and services they offer, while facilitating the resource allocation, the scalability in distributed 

data centres, and the virtualisation of devices that is necessary for Cloud environments[[123]-[125].The 

SDN architecture is divided in three basic layers: the application layer (application plane), the control layer 

(control plane) and the infrastructure layer (data plane) (Figure 45). 

Network applications reside in the application plane through which the network administrator can 

immediately communicate with the controller in order to learn the network requirements and define the 

required behaviour to be applied to the network. Communication between the applications and the 

centralised controller is performed through the NorthBound SDN Interfaces (NBIs). The NBIs provide the 

application-level view of the network as well as the ability to directly interfere with network 

requirements. 

The control plane contains the centralised network controller and is responsible for setting the forwarding 

rules to the network devices, through the Southbound SDN interface. On a physical level, the controller 

can be distributed to different physical machines in order to provide scalability and optimisation of 

processes. However, the controller behaves as a unique logical unit, with its own operating system 

making uniform decisions. There are two main operations that a controller must perform. The first is to 

transfer the system requirements that are provided from the application plane, to the data plane. The 
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second is to notify the application plane for any changes to the network operation that are perceived 

from the data plane. It consists essentially of NorthBound Agents that contribute to the application-

control plane communication, the control centre that is responsible for the decision-making processes, 

and the CDPI (Control to Data-Plane Interface) Drivers that are responsible for the proper communication 

with the data plane, by providing programmatic control of all data forwarding features, report of traffic 

statistics on the network, and updates to the controller in the event of a network change or problem. 

 

Figure 45: SDN Architecture 

The infrastructure layer is a network logical entity that provides supervision and control of data 

forwarding and processing that take place on the network. It consists of a CDPI Agent in order to 

communicate with the controller and a set of devices responsible for the forwarding. The data layer - 

although behaving as a unified module - may be composed of distributed physical devices with shared 

resources, and can also work with non-SDN devices. Outside the application, control and infrastructure 

layer resides the Management and Admin of the SDN. Although, it is not part of the SDN architecture, it is 

basically the reason for the development of SDN, that is, the control that can now be applied to the 

networks that support SDN. Through the application layer, the administrator can update the network by 

defining appropriate behaviours. The communication of the applications and the administrator is 

accomplished with the help of the controller. 

3.1.1 OpenFlow Protocol 

OpenFlow is the first standard protocol for the communication of the control plane and the data plane in 

SDN architectures. It allows the direct access to the network devices, i.e. virtual and physical switches and 

routers, and the management of their data forwarding platform. OpenFlow protocol is essential for the 

separation of the control from network devices and its relocation to a logically distributed control 
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software. It is applied to both sides of the interface between the SDN control software and the network 

infrastructure [124]. 

 

Figure 46: Architecture of OpenFlow switch [2] 

OpenFlow uses the concept of flow to identify network traffic. The concept of flow is based on predefined 

mapping rules that can be statically or dynamically set by the controller. It also allows the administrator to 

specify how network traffic will be distributed according to network resources, application requirements, 

and routine network traffic patterns. In contrast with traditional IP networks, where in Internet routing 

two streams with the same start and end points will follow the same route because of the same IP 

addresses, in the SDN architecture two or more streams may have the same source and destination points 

and follow different routes with different priorities, depending on the routing policy that are assigned to.  

Three kinds of messages are supported by OpenFlow: Controller-to-Switch, Asynchronous, and 

Symmetric. Controller-to-switch messages are originated from the Controller and enable the direct 

management and supervision of the state of a switch. Asynchronous messages start from the switch and 

aim to inform the Controller either about events that happen on the network or about changes in the 

state of the switch. Finally, symmetric messages originate either from the Controller or the switch and are 

sent without any prior request [125].  

SDN that supports OpenFlow protocol can be deployed on existing networks. Networking devices ca n 

support both OpenFlow and conventional TCP / IP routing. There is the possibility of hybrid switches 

operating in any environment (SDN or not) or implementing centralised control over applications 

(network monitoring and management), so it is not necessary to replace each network device with SDN 

switches [125]. This is a great advantage for network providers that can be led into the SDN architecture 

gradually, relying on their traditional networks, turning them into SDNs.  

3.1.2 OpenFlow Switch 

The OpenFlow switch consists of two parts: the switch-agent and the data platform (Figure 2). The switch-

agent communicates through the OpenFlow protocol with the controller and with the data plane through 

an appropriate protocol. It is responsible for translating the controller's commands into the appropriate 

machine language and sending them to the data platform. It also receives from the data platform any 

notifications and converts them into OpenFlow messages understandable by the controller and promotes 

them. The data platform performs the management and forwarding of the packets. Depending on the 

configuration, it may send packets to the switch-agent for processing. It includes flow tables and related 
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actions for each flow, thus the packets are forwarded according to which flow they belong to and to 

which flow-table action they will be matched [124].  

 

Figure 47: Main Components of an OpenFlow switch [125].   

An OpenFlow switch can be any packet-forwarding device (router and switch) and consists of one or more 

flow-tables that are used to match and forward packets, a group table, and a secure communication 

channel to a Controller [125].  The Controller manages the OpenFlow switch through the channel using 

the OpenFlow protocol (Figure 47).With the implementation of OpenFlow, the controller can proactively 

or reactively add, update, and delete flow tables. Each flow table contains recordings for the flows with 

counters and actions for each flow. Each package entering the OpenFlow switch is contrasted with the 

flows of the first flow-table and continues with additional flow-tables. In the case of matching with a flow, 

the set of commands associated with that flow are applied, otherwise the outcome depends on the 

configuration of the table-miss flow. For example, the packet can be forwarded to the Controller via the 

OpenFlow channel, discarded, or continued in the next flow-table. 

3.1.3 SDN Control 

For the control of the SDN network, two controllers were tested, namely the Open Networking Operating 

System controller (ONOS) and the Opendaylight controller. 

ONOS: ONOS was developed by the Linux Foundation community and it is an open source project on 

Software Defined Networking. Its code is written in JAVA language and it can be extendable. ONOS 

supports the OpenFlow protocol as well as other SDN architecture protocols and technologies since they 

can be properly configured by the administrator[126]. 
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Figure 48: Architecture of ONOS Controller. 

ONOS is designed to operate as a cluster of nodes that are identical in terms of their software stack and 

can withstand failure of individual nodes without causing disruptions in its ability to control the network 

operation. The architecture of ONOS controller is show in Figure 48. The system, that is packaged atop 

Apache Karaf OSGi container, provides its own set of high-level abstractions and models, apart from 

standard protocols and models, through which the applications can learn about the state of the network 

and through which they can control the flow of traffic through the network. The network graph 

abstraction provides information about the structure and topology of the network. The flow objective is a  

device-centric abstraction that allows applications to direct flow of traffic through a specific device 

without the need to be aware of the device table pipeline. Similarly, the intent is a network-centric 

abstraction that gives application programmers the ability to control network by specifying what they 

wish to accomplish rather than specifying how they want to accomplish it. This simplifies application 

development and at the same time provides the platform with added degrees of freedom to resolve what 

would normally be considered conflicting requests [126]. 

Applications can be loaded and unloaded dynamically, via REST API or GUI, and without the need to 

restart the cluster or its individual nodes. ONOS application management subsystem assumes the 

responsibility for distributing the application artifacts throughout the cluster to assure that all nodes are 

running the same application software. ONOS base distribution contains over 175 applications, which fall 

into numerous categories, e.g. traffic steering apps, device drivers, ready-to-use YANG models, utilities, 

monitoring apps. 

The system provides REST API, CLI and an extensible, dynamic web-based GUI. gRPC interfaces for ONOS 

are under active development. 

Opendaylight: The OpenDayLight (ODL) controller was developed by the Linux Foundation community and 

it is an open source project on Software Defined Networking. Its code is written in JAVA language and it 

can be extendable [127]. Major companies in the industry such as Cisco, Brocade, Juniper Networks, IBM, 

Vmware, Ericsson, Microsoft, Big Switch Networks as well as independent Open Source engineers are 

working to help develop the ODL project. ODL supports the OpenFlow protocol as well as other SDN 

architecture protocols and technologies since they can be properly configured by the administrator [128]. 
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Figure 49: Architecture of OpenDayLight Controller [127]. 

The architecture of ODL controller is shown in Figure 49. The controller platform incorporates both 

Northbound and Southbound interface. The Northbound interface provides services to the controller as 

well as a set of REST API applications that can be used to manage and configure the network 

infrastructure. Access to the Northbound interface of the controller is possible after authentication and 

licensing of the user. REST (Representational State Transfer) is an architectural design used in web 

applications (WEB development). Systems designed in REST architecture have good performance, 

reliability and scalability in terms of the number of users they can gradually support. RESTful systems 

typically communicate through the HTTP protocol through the GET,  PUT, POST, DELETE methods 

commonly used by the browser to retrieve and send data to remote servers  [129]. Outside of the 

browser, the communication with RESTful systems can be accomplished via a terminal and in particular 

via the curl bash command, along with the appropriate arguments (username, code, URI). Curl can send 

any required text in json or xml format. The information returned by the system is also in json or xml 

format. 

The Southbound interface implements protocols for managing and controlling the underlying network 

infrastructure. Several extensions are being implemented either to support network protocols or to 

directly communicate with the hardware. The most prominent protocols implemented are OpenFlow,  

NetConf, SNMP, OVSDB. The controller platform communicates with the network using the Southbound 

interface and provides basic network services through a set of functions described below [130]:  

• Host Tracker: It saves information about system terminals (MAC addresses, IP, switch type, port 

number) and provides an API to retrieve information about them. It can work in a static or 

dynamic way. Statically, the Host Tracker database is manually handled through Northbound APIs. 

Dynamically Host Tracker uses the ARP protocol to detect information.  

• L2 Switch: Upon the arrival of a packet, this function learns the MAC address of the source. If the 

destination is known, it transfers the packet to the destination, otherwise it sends a broadcast 

message (i.e. a message to all devices) to all external network ports.  

• OpenFlow Forwarding Rules Manager: It manages basic forwarding rules, resolves any conflict 

between these rules and validates them. Furthermore, it communicates with Southbound 

extensions and loads the OpenFlow rules to the switches. 
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• OpenFlow Statistic Manager: It implements the statistics collection by sending statistics requests 

to all active nodes of the network and storing their responses to the operational store. It also 

returns information to the Northbound API for the following: 

o node-connector (the port of the connected switch) 

o flow 

o meter 

o table 

o group statistics 

• OpenFlow Switch Manager: It provides information about the nodes (switches) of the network as 

well as the ports to which they are connected. As long as the controller discovers new network 

elements, their information is stored in the Switch Manager data tree. The Northbound API can 

be used to retrieve this information. 

• Topology Processing: It saves and handles information about the network devices. When the 

controller starts, the Topology Manager creates the central node of the topology. Then it is 

informed regularly of the topology and of any alarms or changes on this tree.  

• In ODL, the integration of Southbound and Northbound APIs with the data structures used in 

various controller components is provided through the Model Driven Service Abstraction Layer 

(MD-SAL). In MD-SAL, any data associated with the operation state of the network is stored in a 

Document Object Model (DOM), known as a data tree. There are two kinds of data trees in the 

ODL controller: 

• Configuration: It is used to store information that will not be deleted after the controller is 

restarted. In addition, configurations that are sent to the controller via the REST API are also 

stored in the configuration tree. 

• Operational: Here the controller stores temporary information that arise while performing 

processes on the network, as well as information that are discovered from the Configuration data 

field. 

3.2 Implementation 

3.2.1 Infrastructure Layer 

The switch that was chosen for testing and implementation purposes is the Hewlett Packard Enterprise 

Aruba 2930F layer 3 switch. This multi-port switch can offer low latency for high-speed networking. It also 

supports Power over Ethernet technologies and full network management capabilities. The Aruba-OS 

wired switches are 802.1Q VLAN-enabled. A group of networked ports assigned to a VLAN form a 

broadcast domain configured on the switch. On a given switch, packets are bridged between source and 

destination ports that belong to the same VLAN. A switch port can be dedicated to only one VLAN 

(untagged) or be part of more than one VLANs (tagged). The switch can be managed remotely by 

configuring an IP address and a sub-net mask. Once the switch is connected to the network, features like 

performance optimisation, traffic control, network security etc., can be accessed through a more 

commodious way, by a remote telnet session or through the switch’s Web browser interface  [131]. 

• Network Configuration 
Originally, the switch has one VLAN, the DEFAULT-VLAN that is assigned to all ports. In order to configure 

the switch with an IP address, a management VLAN should be created. In the Command Line Interface 

(CLI), the following scripts can be used create a management VLAN with a specific IP: 
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Aruba-Switch(config)# vlan 111 ip address [ip-address] [mask-length] 

Aruba-Switch(config)# oobm disable 

Aruba-Switch(config)# management-vlan 111 

Aruba-Switch(config)# vlan 111 untagged [range of ports] 

 

 

Figure 50: Web interface of Aruba switch 2930F-24G-PoEP-4SFPP. 

 

The switch can be managed remotely through the web interface (Figure 50), or the CLI by the devices that 

are connected to VLAN 111. 

Openflow Configuration 

The Aruba switch also complies with the SDN architecture and the Openflow Switch Specification. 

OpenFlow implementation can be used to separate OpenFlow traffic and non-OpenFlow traffic with 

OpenFlow instances. Traffic within an OpenFlow instance does not influence or degrade non -OpenFlow 

traffic. OpenFlow configuration commands are applied per-instance. The communication channel 

between the OpenFlow Controller and the OpenFlow switch traverses the control-plane to communicate 

data and rules about how OpenFlow instances should operate. The OpenFlow instances/ VLANs are the 

data-plane, which is where the OpenFlow rules are applied. Control-plane traffic is configured through a 

separate channel in order not to traverse the data-plane and avoid data-plane outages or other issues. 

An OpenFlow instance can either be in the Virtualisation or Aggregation Mode (Figure 51). 

• Virtualisation mode allows non-OpenFlow VLANs and VLANs that belong to OpenFlow instances 

to be configured on the switch. Each OpenFlow instance is independent and has its own 

OpenFlow configuration and OpenFlow controller connection. An OpenFlow instance in 

virtualisation mode must have a VLAN associated as a member VLAN. In In2Dreams this 

functionality is critical as it allows multiplexing of traffic coming from conventional devices with 

OpenFlow enabled traffic.  

• In Aggregation mode, all VLANs in the switch are part of an OpenFlow instance. The exception is 

the management VLAN and a VLAN that communicates to the controller. The OpenFlow controller 

manages all the switching and routing for the switch. [10] 
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Figure 51: Virtualisation mode vs Aggregation mode of an OpenFlow instance in Aruba switch [131] 

Therefore, for this implementation the virtualisation mode has been considered. The openflow controller 

can be configured using the following commands 

Aruba-Switch(config)# openflow controller-id [id] ip [IP address] port 

[tcp-port] controller-interface vlan [vlan-id] 

 

The commands below enter the OpenFlow configuration and create an openflow instance associated with 

the created controller 

Aruba-Switch(config)# openflow  /* Enters the openflow configuration*/ 

Aruba-Switch(openflow)# instance [name] /* Creates an openflow instance*/ 

Aruba-Switch(ins-[name])# member vlan [id] /* SDN controlled VLAN */ 

Aruba-Switch(ins-[name])# controller-id [id] / * SDN controller*/ 

By default, the instance is configured to use the standard-match pipeline model. The standard-match 

pipeline model enables an instance to advertise its policy-engine and software tables. The ip-control 

pipeline model enables an OpenFlow version 1.3 instance to advertise its IP control table along with 

policy-engine and software tables. The custom pipeline model enables an OpenFlow controller to 

customise an OpenFlow pipeline model for OpenFlow version 1.3 instance. The default custom pipeline 

consists of three Hash tables and one TCAM table, as shown in Figure 52. 

Aruba-Switch(ins-[name])# pipeline-model [standard-match or ip-control or 

custom] /* Configure an OpenFlow instance pipeline model*/ 
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Figure 52: Table number configuration on standard-match pipeline model. 

 

Aruba-Switch(ins-[name])# table-num [policy-table or sw-table-#] [0-254] 

/*Configure table number for flow tables */ 

hardware and software by default. 

3.2.2 APPLICATIONS 

3.2.2.1 Creating intents using ONOS controller 

ONOS provides an interactive GUI with the ability to see the network topology and change its 

configuration. An example is shown in the following figure:  

PHYSICAL 
SWITCH 
(ARUBA)

MININET 
SIMULATED 
TOPOLOGY

 

Figure 53: Graphical display of network topology in ONOS GUI 
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Through ONOS, devices, links and the servers can be directly managed. In addition to this, flows 

associated with specific services and priorities can be instantiated.  

 

Figure 54: Flows installed in Aruba switch 

During the initialisation period no forwarding-traffic flows are added to the switch from the controller, 

meaning that the communication between the hosts in the network is unfeasible. There are two ways of 

acquiring a basic L2 functionality. The first is a simple reactive forwarding provided by ONOS. When 

activated, it is installs forwarding flows on demand. The second way is the use of intents.  

 

Figure 55: Installed flows 

The Intent Framework is a subsystem that allows applications to specify their network control desires in 

form of policy rather than mechanism. The ONOS core accepts the intent specifications and translates 

them, via intent compilation, into installable intents, which are essentially actionable operations on the 

network environment. These actions are carried out by the intent installation process, which results in 

some changes to the environment, such as tunnel links being provisioned, flow rules being installed on a 

switch, or optical lambdas (wavelengths) being reserved. The intents can be installed using either the CLI 

or the GUI [133][134]. An example is shown in Figure 56 where a connection between the source and 

destination nodes can be instantiated. The associated flows are shown in Figure 57 
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Figure 56: Creation of an intent through the ONOS GUI. 

 

Figure 57: Installed flows from ONOS intent framework. 

3.2.2.2 Implementing quality of service (QoS) using Opendaylight controller 

Quality of service using Openflow meters 

A meter is a switch element which measures and controls the ingress rate of packets which is the rate of 

packets prior to the output. Meters have been introduced in OpenFlow protocol in version 1.3 as an 

optional feature. Meters are created and managed by OpenFlow protocol in meter table on the switch 

and attached directly to the flows. A meter has a component called meter band which specifies the rate at 

which meter is applied. A meter can have one or more-meter bands but only a single band is applied for a 

flow at a time based on the measured packets rate. A flow which is mapped to a meter, directs packets to 

the meter which measures the rate of the packets and activates appropriate meter band if the measured 

rate of packets go beyond the rate defined in meter band [137]. Typical metrics that are used by 

Openflow to ensure QoS include:  

• Meter identifier: a 32 bit unsigned integer uniquely identifying the meter. 

• Meter bands: an unordered list of meter bands, where each meter band specifies the rate of the 

band and the way to process the packet. 

• Counters: updated when packets are processed by a meter. 

Each meter may have one or more meter bands. Each band specifies the rate at which the band applies 

and the way packets should be processed. Packet are processed by a single meter band based on the 

current measured meter rate, the meter applies the meter band with the highest configured rate that is 

lower than the current measured rate. If the current rate is lower than any specified meter band rate, no 

meter band is applied. Each meter band is identified by its rate and contains [125]:  
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• Band type: defines how packet are processed  

• Rate: used by the meter to select the meter band, defines the lowest rate at which the band can 

apply 

• Counters: updated when packets are processed by a meter band  

• Type specific arguments: some band types have optional arguments.  

A basic configuration is to limit the bandwidth of a flow. A typical example is shown in the following script 

limiting the flow rate for a specific connection below 50Mbps. The created flow is shown in Figure 58. 

{ 

    "meter": [ 

        { 

            "flags": "meter-kbps", 

            "meter-id": "1", 

            "barrier": "true", 

            "meter-name": "testmeter", 

            "meter-band-headers": { 

                "meter-band-header": [ 

                    { 

                        "band-id": "0", 

                        "meter-band-types": { 

                            "flags": "ofpmbt-drop" 

                        }, 

                        "band-rate": "50000", 

                        "band-burst-size": "0", 

                        "drop-rate": "50000", 

                        "drop-burst-size": "0" 

                    } 

                ] 

            } 

        } 

    ] 

} 

 

 

Figure 58: Installed meter in Aruba switch 

The iperf program can validate that indeed, we restricted the bandwidth of the specific flow below 50MB, 

as show in Figure 59. 
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a) 

 

b) 

Figure 59: Available bandwidth a) before and b) after implementing QoS 

3.3 Control plane scalability/stability analysis 
5G aims at incorporating many technologies, under the same infrastructure (FH/BH network). Efficient 

management and operation of such a heterogeneous infrastructure can be achieved applying novel 

network designs that are aligned with the SDN open reference architecture. The controller is in charge of 

populating the forwarding table of the switch. The communication between the two entities is carr ied out 

through a secure channel. This centralised structure makes the controller able to perform network 

management functions, while allowing easy modification of the network behaviour through the 

centralised control layer. However, in such infrastructures the end to end latency is augmented. 

Considering that latency is critical to many network applications, a subject of current research is the size 

of the SDN network (controller placement problem) in order to be able to cope with the timing 

requirements of network services and applications. 

In IN2DREAMS, we propose a next generation network solution that includes: a) the concept of Flexible 

Functional Split (FFS) between a set of servers that can offer a range of processing capabilities and can be 

geographically distributed across the network infrastructure, b) the employment of the MEC architecture 

in the form of specific purpose low processing power servers embedded in the wireless access network 

(also known as cloudlets)  and c) a FH/BH transport network with SDN control, connecting the MEC 

domains with medium to large-scale DCs hosting general purpose servers placed at the optical access and 

metro domains. In this environment, the controller placement problem is investigated, under the scope of 

the stability of the whole system. To address this issue, we propose a novel mathematical model based on 

Evolutionary Game Theory (EGT) that allows network operators to dynamically adjust their FH split 

options with the objective to minimise their total operational expenditures. The stability of the proposed 

scheme depends on network latency, thus a metric for sizing the SDN FH/BH network is proposed. 

3.3.1 Evolutionary Game Theory: Basic Concepts 

Evolutionary Game Theory (EGT) studies the interactions of non-cooperative players that play repeatedly 

strategic games [60]. Contrary to classic Game Theory that examines the behaviour of rational players, 
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EGT focuses on how the strategies can "survive" through evolution and how they help the players who 

choose them to "strengthen" and better meet their needs. 

Evolutionary processes are described by three main components: the population, the game and the 

dynamical model that describe the processes. The most common dynamics is called the Replicator 

Equation (RE) and can be expressed as: 

𝑥̇𝑖(𝑡) = 𝑥𝑖(𝑡) (𝐹𝑖(𝒙(𝑡)) − 𝐹̅(𝒙(𝑡))) , 𝑖 ∈ 𝑆  Eq. 5-1 

where 𝑆 is the set of strategies that are available to the population, 𝒙(𝑡) = [ 𝑥1(𝑡)  𝑥2(𝑡)…  𝑥𝑖 (𝑡)… ]  𝑇 

is the population state at time 𝑡 with 𝑥𝑖 (𝑡) symbolising the proportion of the population that uses 

strategy 𝑖 at time 𝑡, and 𝐹𝑖 (𝒙(𝑡)) , 𝐹̅(𝒙(𝑡)) are the expected payoff  of strategy 𝑖 and the mean payoff 

respectively [60]. According to this equation the percentage growth rate 
𝑥̇𝑖

𝑥𝑖
⁄  of the strategies that are 

currently used is equal to the excess of the current payoff versus the average population’s payoff. This 

means that strategies employed at present will be spread or eliminated depending on whether their 

payoff is better or worse than the average. 

In the above, the interaction between individuals is assumed to be instant and their results immediate. 

However, this is not the case in most realistic scenarios. In communication networks especially, the 

impact of an action may be belated, due to network latency. Thus, it is more realistic to consider a system 

where the strategies evolve considering the payoff values perceived in a past moment. The adjusted RE is 

given below [61] [62]: 

𝑥̇(𝑡) = 𝑥𝒊(𝑡) ∙ (𝑓𝑖(𝒙(𝑡 − 𝜏)) − ∑ 𝑥𝑗(𝑡) ∙ 𝑓𝑗(𝒙(𝑡 − 𝜏))

𝑖∈𝑆

) Eq. 3-2 
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Figure 60:  Network architecture. In the MEC, a decision about which functions should be processed 
locally is made for each RU. The remaining set of functions for each RU are transferred through a 

common network infrastructure with centralised control to a DC for further processing. 

We consider the 5G network topology shown in Figure 60. In this scenario, the RUs are installed at the 

trackside, managed and operated by coexisting Mobile Network Operators (MNOs). The RUs share a set 

of computational resources that are located both at the edge of the access network (in a MEC server) and 

at the metro/core network (in the Cloud). The interconnection between the MEC server and the central 

cloud servers is carried out by an SDN- controlled optical FH/BH transport network. 

The MNOs can decide where to perform the processing of the low layer functions of the LTE protocol 

stack. According to the eCPRI specification, three possible functional splits can be identified [63]. In split E 

(split 1 for simplicity) MEC is responsible for the RF processing of the received signals and the Cloud 

performs the entire baseband processing. In split IU (split 2), MEC handles the per cell processing (RF 

processing, cyclic prefix (CP) elimination, frequency domain transformation (FFT) and resource 

demapping), while the remaining functions are performed at the Cloud (Equalisation, IDFT, QAM, multi-

antenna processing, Forward Error Correction (FEC), higher level operations (MAC, RLC, PDCP). Finally, in 

split D (split 3) the entire lower layer function chain is performed at the MEC server, and the higher lever 

functions in the Cloud. One can conclude that as the split is placed lower in the 5G protocol stack, the 

required transport capacity increases [64]. 

Each RU periodically selects one of the three possible functional splits with probability 𝑥𝑖, 𝑖 = 1,. . ,3. The 

decisions are sent to the SDN controller, who is responsible for the application of the policies. We 

consider the scenario in which all the necessary resources are available. When the policies have been 

applied, the payoffs are calculated and the RUs are reviewing their split option strategy. Specifically, if a 

better (lower) payoff is observed, then the probability of an RU to select the specific split option increases 

(decreases). The new policies are sent to the controller and the same procedure is repeated. The time 

between each repetition is referred to as revision time. To address this scenario, EGT can provide a 

suitable optimisation framework that can be used to support energy-aware FH service provisioning over a 

common infrastructure. 
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Denote as 𝒙(𝑡) = [ 𝑥1(𝑡)  𝑥2(𝑡)  𝑥3(𝑡)]  𝑇 the state vector of the RU, where 𝑥𝑖(𝑡) refers to the RU’s 

probability of choosing split 𝑖. If the RU revises its strategy with a time rate 𝑟𝑖 (𝒙), the change of the 

proportion of the probabilities is described by the following dynamical equation: 

𝑥̇𝑖(𝑡) = ∑ 𝑥𝑗(𝑡)𝑟𝑗(𝒙(𝑡))𝑝𝑗
𝑖(𝒙(𝑡))

𝑗∈𝑆

− ∑𝑥𝑖(𝑡)𝑟𝑖 (𝒙(𝑡))𝑝𝑖
𝑗
(𝒙(𝑡))

𝑗∈𝑆

 Eq. 3-3 

where 𝑆 is the set of strategies that consists of the three possible splits and 𝑝𝑖
𝑗(𝒙) is the rule of change in 

the probability of choosing split 𝑖 when the RU changes from split 𝑖 to split 𝑗 and can be expressed as: 

𝑝𝑖
𝑗(𝒙(𝑡)) = {

𝑥𝑗(𝑡)(𝑢(𝑗, 𝑡) − 𝑢(𝑖, 𝑡))  𝑗 ≠ 𝑖

1 − ∑ 𝑥𝑗(𝑡)(𝑢(𝑗, 𝑡) − 𝑢(𝑖, 𝑡))

𝑗≠𝑖

 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

Eq. 3-4 

with 𝑢(𝑖, 𝑡) symbolising the payoff of split 𝑖 at time 𝑡. Making the assumption that all time rates are 

constantly equal to one (𝑟𝑖 (𝒙) ≡ 1
𝑟𝑒𝑣𝑖𝑜𝑛

𝑡𝑖𝑚𝑒 𝑢𝑛𝑖𝑡
),  the following differential equation yields: 

𝑥̇𝑖(𝑡) = 𝑥𝑖(𝑡) [𝑢(𝑖, 𝑡) − ∑𝑥𝑗(𝑡)𝑢(𝑗,𝑡

𝑗∈𝑆

)] 
Eq. 3-5 

which satisfies the replicator dynamics model. 

3.3.2 Payoff Function 

The objective of the MNOs is to minimise their own service power consumption requirements and, hence, 

the service operational costs. Thus, the payoff function per operator is formed by summing up the power 

consumption of the network and compute elements required to support FH services. Table 11 

summarises the network and processing demands of each functional split. 

Table 11 Network and Processing Demands of Each Functional Split 

Split Network Rate 
Processing Functions 

Local Remote 

1 (E) 𝑅1 = 𝑁𝑜 ∙ 𝑓𝑠 ∙ 𝑁𝑄 ∙ 𝑁𝑅  RF 
FFT, RE Demapping, 

Rx Processing, DEC, MAC 

2 (IU) 𝑅2 = 𝑁𝑠𝑐 ∙ 𝑇𝑠
−1 ∙ 2 ∙ 𝑁𝑄 ∙ 𝑁𝑅 ∙ 𝜂 

RF, FFT,  

RE Demapping 
Rx Processing, DEC, MAC 

3 (D) 𝑅3 = 𝑁𝑠𝑐 ∙ 𝑇𝑠
−1 ∙ 𝜂 ∙ 𝑆 

RF, FFT,  

RE Demapping, 

Rx Processing, DEC 

MAC 

 

For this problem setting, the payoff of an RU operated by an MNO that chooses split 𝑖 against another RU 

operated by a different MNO who chooses split 𝑗 is described by the payoff matrix 𝑨, with elements 𝑎𝑖𝑗 =

− (𝑃𝑃𝑅𝑂𝐶𝐸𝑆𝑆𝐼𝑁𝐺 𝑖𝑗
+ 𝑃𝑁𝐸𝑇 𝑖𝑗

) + 𝑏,    𝑖, 𝑗 ∈ 𝑆 where 𝑃𝑃𝑅𝑂𝐶𝐸𝑆𝑆𝐼𝑁𝐺  and 𝑃𝑁𝐸𝑇𝑖𝑗
 refer to the total compute and 

network energy consumption respectively, when split 𝑖 competes with split 𝑗 and 𝑏 is a positive constant 

that guarantees the robustness of the system.  Technical parameters like the oversampling factor (𝑁𝑜), 
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the sampling frequency (𝑓𝑠), the quantisation bits per I/Q (𝑁𝑄), the number of receiving antennas (𝑁𝑅 ), 

the number of subcarriers used (𝑁𝑠𝑐),  the percentage of used resource elements (𝜂), and the spectral 

efficiency (𝑆) affect the required capacity and the power consumption of each processing function [64],  

[65]. 

Due to the nature of the SDN transport network, the payoff values are provided to the MNOs through the 

SDN controller. It is evident, that this kind of procedure indicates that the strategies will evolve based on 

information related to a past moment. This will be reflected to the expected payoff of the strategies. 

Network delay is mainly composed of propagation, serialisation, switching/routing and queuing delay. 

Although propagation and switching/routing delays are constant, the rest are highly affected by the 

network traffic. Due to this, we expect that network delay is a random variable that is characterised by a 

probability density function. Specifically, if the payoff is received not instantly, but after a random delay 𝜏, 

with probability distribution 𝑃(𝑡) the expected payoff of an RU using strategy 𝑖 as well as the average 

payoff are determined by [66]:  

𝑢(𝑖, 𝑡) = ∫ 𝑃(𝜏)(𝜜𝒙(𝑡 − 𝜏))𝑖

∞

0

𝑢̅ = ∑ 𝑥𝑗(𝑡)𝑢(𝑗, 𝑡

𝑗∈𝑆

) 

3.3.3 Stability Analysis 

Since the above system of equations cannot be easily solved by analytical methods it is important to 

examine its qualitive behaviour without actually solving it. We concentrate on finding the stability of a 

solution exploiting the Lyapunov stability theorem. This method is based on the expansion of the right 

part of the dynamical system as a Taylor series about an equilibrium point 𝒙0. If the initial condition 

𝒙(0) = 𝒙0 is close enough to 𝒙0, then 𝒙 will be a small perturbation for some time interval extending 

from zero. Thus, it is acceptable to neglect the higher-order terms, and approximate the nonlinear system 

by the linear system: 

𝒙̇(𝑡) = 𝑱𝒐𝒙(𝑡) + 𝑱𝟏𝒙(𝑡 − 𝜏) Eq. 3-6 

where 𝑱𝑜 ∈ ℝ2𝑥2  and 𝑱1 ∈ ℝ2𝑥2  are respectively, the Jacobian matrix, and the delayed Jacobian matrix 

evaluated at equilibrium at 𝒙𝟎. 

The stability of the system requires that all roots of its characteristic equation have a negative real part. 

The system admits to seven equilibrium points: three corner points, one interior and three corner side 

points. The linearisation about each of the three corner critical points produces an ordinary differential 

equation that is independent of the delayed variables as in the non-delayed three strategies game. 

At the interior critical point all the payoffs are equal. The differential system that emerges depends only 

on the delayed variables, thus one should anticipate that the distributed delay will affect its stability. The 

characteristic equation is formed as: 

𝑢2 + 𝐸 ∙ 𝑢 + 𝐹 = 0, 𝑢 =
𝜆

𝑄
 Eq. 3-7 

The last three critical points are equilibriums where only two of the three strategies survive (corner side 

points). Their characteristic equation can be written as  (𝜆 − 𝑙1) ∙ (𝜆 − 𝑙2𝑄) = 0 where the parameters 𝜆1 

and 𝜆2 depend on the corner side equilibrium point. As we can conclude from the above, our analysis can 
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be restricted for finding the solution of the equation 𝜆 − 𝐶 ∫ 𝑃(𝜏)𝑒−𝜆𝜏∞

0
= 0. This equation is the 

characteristic equation of the linear differential equation 𝑥̇(𝑡) = 𝐶 ∫ 𝑥(𝑡 − 𝜏)𝑓(𝑡)𝑑𝜏
∞

0 .  

From [67] we derive the following necessary and sufficient condition for the asymptotic stability of the 

equilibriums: 

Proposition: If 𝐶 < 0 and the expected value (𝐸) of the delay’s probability density satisfies the condition 

𝐸(𝜏) <
𝜋

𝛾∙|𝐶|
, where 𝛾 = 2 when the pdf is symmetrical, or else 𝛾 = sup {𝛾| cos 𝑤 = 1 −

𝛾𝑤

𝜋
, 𝑤 > 0}, then 

the equilibrium point is stable (the proof  can be found in [67]). Last but not least, as far as the variance of 

the distribution is concerned, the stability of the system increases as the variance grows [67]. 

3.3.4 SDN Controller Placement 

It is well known that the SDN controller is responsible for collecting and providing to the MNOs of the RUs 

the required information from all controlled devices. The maximum delay corresponds to the delay of the 

most distant node to the controller path plus the delay of the controller-MEC path. Thus, assuming that 

each controlled device may host a MEC, the stability of the system is achieved only when the round-trip 

time (RRT) of the controller’s path to the most remote device is less than 
𝜋

𝛾∙|𝐶|
. Based on this limit, we 

propose a heuristic algorithm that tries to identify the minimum number and associated position of SDN 

controllers with the aim to guarantee the stability of the 5G infrastructure. This is performed with low 

computational complexity. 

At first, the heuristic algorithm finds the maximum network radius, which is the number of hops of the 

longest end-to-end path. Then, for each node it calculates the maximum RRT to all the other nodes inside 

the network radius. If the result of all nodes is a number higher than 
𝜋

𝛾∙|𝐶|
, the network radius is reduced 

by one, and the same procedure is repeated, until a case is found where the RRT from a node to all other 

nodes within the network radius. The nodes that meet this requirement, are marked as possible 

controller candidates. From this set, the algorithm chooses as the first controller the one that is 

connected to the largest number of devices within the network radius. These devices and the first 

controller are removed from the network, and the whole procedure is repeated for the downscaled 

network. The algorithm ends when the downscaled network has no network nodes.  

3.3.5 Results and Discussion 

In order to see the effectiveness of our model we considered the network of Figure 61 with the system 

parameters shown in Table 12. The cost ratio (remote/central processing) was assumed to be equal to 

two. Furthermore, the relationship of the transport network’s energy consumption with the required 

capacity for the support of the FH services was assumed to be nonlinear, since the non-linear model is  

best to describe the technology advancements in terms of energy efficiency of network devices  

 

 

 

 



 

 
 
IN2D-WP2-D-UBR-013-02   09/12/2019 Page 73 

Contract No. 777596 

 

Table 12 Parameters of the system configuration 

Symbol Quantity Value 

Β bandwidth 20 MHz 

Ant number of the rx antennas 2 

M modulation 6 bits/symbol 

R coding rate  1/2 

dt time-domain duty-cycling 100% 

fs sampling frequency 30.72 MHz 

No oversampling factor 2 

Nsc number of used subcarriers 1200 

Ts symbol duration 66.6 μs 

NQ quantisation bits per I/Q 10 

S spectral efficiency 3 bit/cu 

η assumed RB utilisation 70% 

The stability analysis indicates that the equilibrium point in such a scenario is 𝑥1
∗ =  0.2957, 𝑥2

∗ =

 0.7043,𝑥3
∗ = 0. This means that in the non-delayed system the optimal split choice is split 2. However, as 

it was stated previously the SDN transport network introduces additional delay to the system. This delay 

can be divided to two main components, namely the processing delay of the SDN controller and the 

transport delay. 

The SDN controller chosen for the implementation is the ODL controller, which is a scalable controller 

infrastructure that supports SDN implementations in modern heterogeneous networks of different 

vendors [70]. For measuring the processing delay of the ODL controller, we developed an application that 

communicates externally with the controller. For evaluations, a linear network topology with Out of Band 

control plane was emulated in Mininet, a tool that can emulate and perform the functions of network 

devices in a single physical host or virtual machine (VM) [71]. Both Mininet and ODL controller were 

implemented on the same machine (Intel® Core™ i5-7400U CPU @ 3.00 GHz (4 cores)) to overcome the 

Ethernet interface speed limitations. 7.7 GB of memory was available. The system was running Ubuntu 

16.04 LTS-64 bit. The application implements at first step a mechanism for collecting data on the network 

topology and at second step a mechanism for sending echo messages to all switches simultaneously, and 

measuring the maximum time elapsed for receiving a reply. The time response of ODL is measured by 

averaging the results of a hundred number of tests, in order to achieve higher accuracy. The results 

showed an exponential relation between the controller’s processing delay and the network devices.  

As far as the transport delay is concerned, we used monthly delay measurements extracted from GRNET 

[19], in order to find the dependence of the end to end transport delay on the end to end hops. Our 

analysis concluded that this relationship can be well approximated with a linear function. Furthermore, 

the best pdf that fitted the end to end delay was the generalised t-student distribution [73]. 



 

 
 
IN2D-WP2-D-UBR-013-02   09/12/2019 Page 74 

Contract No. 777596 

 

Taking these into consideration, we expect that the total induced SDN network’s delay will be a random 

variable that is characterised by the generalised t-student distribution, with expected value that depends 

on the size of the transport network and the hops between two network nodes. Thus, the upper delay 

limit for our example is given by 𝐸𝑚𝑎𝑥 = 1.6449 time units. 

 

 

Figure 61 Assumed FH/BH transport network. The red circle represents the position of the SDN 
controller, after the implementation of the heuristic algorithm described in section 3.3. The red square 

represents the optimal position estimated according to the average propagation latency -case. 
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Figure 62 Evolution of the probabilities of the three split options, with the parameters described in 
Table II,  when: (a) the controller is placed in the proposed location (red circle in Figure 2) by the 

heuristic, b) the controller is placed in the proposed location (red square in Figure 2) of the average 
propagation latency-case described in [58] 

The assumed FH/BH transport network’s topology for our example is depicted in Figure 61. The figure also 

shows the possible controller placements after implementing the heuristic algorithm described in the 

previous section. In order to test the validity of the heuristic, we investigate the evolution of strategies in 

two cases: 1) when the controller is placed in one of the proposed locations by the heuristic, 2) when the 

controller is placed in the location identified by the average propagation latency optimisation technique 

described in [58]. Figure 62 illustrates the evolution of split option selection probability under the 

proposed EGT based approach and the average latency minimisation scheme described above. As can be 

seen in the former case (Figure 62 a) after few sampling periods the scheme converges to a mixed 

solution where all antennas operate under a single split option mode that will be either split 1 or split 2. 

However, in the second case, the placement of the SDN controller at a node that does not satisfy the 

stability threshold leading to an unstable operational mode for the 5G network. The reason behind this is  

that the increased control plane delay in this case introduces inaccurate information of the network 

status at the controller. Therefore, decision making is performed with outdated information that leads to 

an oscillation around the optimal operating point preventing it from converging to a stable solution. 
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4 End-to-end Demonstration 

4.1 Testbed introduction 
The overall IN2DREAMS solution has been tested in a realistic environment at UNIVBRIS testbed facilities. 

This test network enables network slicing as a service, as required by various stakeholders as the Network 

Operation use case. Using 5G network concepts we deliver several services based on different network 

slices operating concurrently. In one slice, we deliver services for the Enhanced Mobile Broadband use 

case; while in another network slice, we deliver high and/or low throughputs, demanding Ultra Low 

Latency Reliable Services as in the Critical Communications use case. Also, several virtual networks can be 

grouped for different business demands and serve many devices forming the Massive Internet of Things 

use case. 

The University of Bristol’s Smart Internet Lab 5G Testbed comprises multiple levels of research ready SDN 

switches connecting diverse layers of access technologies, to high performance cloud compute resources 

via an innovate exchange and orchestration mechanism. The focus for this test network is to enable 

experimentation in network service virtualisation and innovative network function testing with access 

agnostic connectivity to end users. 

Permanently installed in Millennium Square and the Smart Internet Lab are five heterogeneous, 5G ready 

wireless access technologies connected via dedicated, high capacity optical fibres, Edgecore and Corsa 

SDN switches and mmWave radio. A dedicated out of band management network provides flexibility of 

configuration and control of all active devices in the network. Control of network architecture is made 

available to NetOS, an intelligent SDN controller. 

The cloud infrastructure at the Smart Internet Lab is built on OpenStack with a virtualised Evolved Packet  

Core (EPC) from Nokia. This allows virtual network functions to be deployed as a mobile edge computing 

service close to the edge of the network providing performance enhancements to the user.  

Connectivity to additional 5G testbeds is provided through the 5G UK Exchange, a novel architecture for 

orchestration of virtual network functions and SDN configuration. This exchange resides in a neutral 

datacentre with 10Gbit connectivity through JANET to connected partners. The purpose of the 5G UK 

Exchange allows researchers to dynamically provision both virtual and physical network functions in each 

testbed from a catalogue of available services. This will allow end-to-end 5G research to take place across 

the globe. 

4.1.1 University of Bristol, Smart Internet Lab’s 5G Test Network Capability 

The University of Bristol testbed showcases and facilitates research on the following technology 

capabilities. 

• Multi-vendor SDN enabled packet switched network 

o Corsa switch (Corsa DP2100) 

o Edgecore switch (Edgecore AS4610 series)  

• SDN enabled optical (Fibre) switched network 

o Polatis Series 6000 Optical Circuit Switch 

• Multi-vendor Wi-Fi 

o SDN enabled Ruckus Wi-Fi (T710 and R720) 
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o Nokia Wi-Fi (AC400) 

• Nokia 4G and 5G NR 

o 4G EPC & LTE-A (Dual FDD licensed bands for 1800MHz and 2600MHz; with 15MHz T&D 

licence) 

o 5G Core & 5G NR Massive MiMO (TDD band 42 at 3.5GHz; with 20MHz T&D licence)  

o 28Ghz fixed-wireless access demonstrator for two-weeks exhibition 

• Self-organising multipoint-to-multipoint wireless mesh network  

o CCS MetNet. A 26GHz with 112MHz T&D licence providing 1.2Gbps throughput 

• Massive MIMO NR radio demonstrator 

o National Instruments (NI) Massive MIMO demonstrator 128 antenna base station 

o 12 client UE devices (TDD band 42 at 3.5GHz with 20MHz bandwidth)  

• LiFi Access point  

o pureLiFi LiFi access points supporting 43Mbps 

• Cloud and NFV hosting 

o Nokia Multi-access Edge Computing and Nokia Cloudband for network slicing and 

virtualisation 

o Opensource MANO (OSM) datacentre release THREE 

o Openstack Pike VIM datacenter for MEC VNF hosting, built upon 

o 11x Dell PowerEdge T630 compute servers with GPU support; 700+ vCPU cores, 1TB+ 

RAM and 100TB of HDD storage. 

• Inter-island Interconnectivity  

o 10Gbit/s Ethernet VPLS NetPath+ from JISC to each exchange Island 

o Dedicated secure hosting of the 5G UK Exchange in Virtus Datacentre 

o Corsa DP2200 SDN Switch provided inter-island connectivity via OpenFlow 1.3 

• Advanced fibre optics FPGA convergence of all network technologies enabling considerable 

flexibility, scalability and programmability of the front/back-haul, to provide experimentation with  

o Elastic Bandwidth-Variable Transponders 

o Programmable Optical White-box 

o Bandwidth-Variable Wavelength Selective Switches (BV-WSS) 

4.1.2 Testbed architecture  

The University of Bristol Smart Internet Lab 5G testbed is a multi-site solution connected through a 10km 

fibre ring with several active switching nodes. The core network is located at the High-Performance 

Network (HPN) research group laboratory at the University of Bristol with access technologies located in 

Millennium Square for outdoor coverage and We The Curious science museum for indoor coverage. 

4.1.2.1 Wireless Access Technologies 
Figure 63 presents the high-level architecture of the University of Bristol testbed. The design of this 

architecture may be described in four distinct technical areas: 
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Figure 63: University of Bristol top level system architecture 

Figure 64 shows a geographical representation of the multiple access technologies deployed within 

Millennium Square and We The Curious, a science museum in the centre of Bristol. Connectivity 

terminates via fibre optic at distinct points in the square with onward l inks through the use of fixed 

wireless access mmWave radios. To allow for future expansion, termination locations have been over 

engineered with enough installed fibre and power capacity to allow the next generation of 5G 

connectivity. Space and power for mobile edge computing (MEC) has been provisioned at key locations 

around Millennium Square to allow the deployment of virtual network functions (VNF) and low latency 

real-time application processing close to the end user. 

 

Figure 64: Location of the Access Points at Millennium Square and We the Curious science museum.  
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Figure 65: Nokia AirScale 

RRH & Antenna 

 
Figure 66: Wi-Fi APs in Millennium 

Square 

 
Figure 67: CSS Metnet 

This testbed has combined wireless access technologies from multiple vendors across four 5G pioneer 

radio bands into a dynamic and flexible architecture allowing for future reconfiguration and 

experimentation with innovative radio architectures and waveforms. Connectivity is provided through the 

following solutions: 

1. To provide a grounding for Nokia’s upcoming 5G NR product, Nokia have delivered and 

demonstrated their most advanced 4G LTE-A product, which was used in all the public 

demonstrators during the Layered Realities weekend. This LTE-A solution delivers a 15MHz 4x4 

MIMO radio access network to our experimenters and has been tested at reliably delivering 

100Mbit/s download (30Mbit/s upload) from our NFV datacentre through the Millennium Square 

(based on given licenced spectrum and user profile configured in the EPC).   

Ongoing developments include a 5G NR Massive MIMO (TDD band 42 at 3.5GHz), which will 

deliver even greater network throughput rates and bandwidth sharing functionality.  Figure 65 

shows the split baseband radio architecture provided by Nokia to support future migration to 5G 

NR through software upgrades to the System Module and replacement of the remote radio head 

(RRH). Two RRHs are installed in Millennium Square allowing experimentation and testing of 4G 

technologies with a robust roadmap to 5G. 

2. To facilitate truly ubiquitous wireless connectivity for new and legacy devices, Wi-Fi networks can 

be provisioned using eight multi-vendor 2.4GHz and 5GHz access point (AP) deployments. The APs 

supplied by Nokia (shown top in Figure 66) integrate with the Nokia FlexiZone controller allowing  

for seamless handover between LTE and Wi-Fi, a key concept in 5G RAN design.  

The APs provided by Ruckus (shown middle in Figure 66) are 802.11ac Wave 2 devices utilising 

4x4 MIMO with BeamFlex+ technology for adaptive beam steering and over 1Gbps data rate per 

user. All Ruckus APs are controlled via an integrated SmartZone access point controller, hosted in 

the cloud infrastructure detailed below. This AP controller provides a North Bound interface 

allowing direct access by the NetOS SDN controller. This architecture facilitates network-slicing 

through optical, electrical and radio technologies via on-demand SSID creation. 

Wi-Fi featured heavily throughout the Layered Realities weekend as a demonstration of network 

segmentation and as the primary radio access network for two of the public demonstrations.  
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3. The Layered Realities 5G showcase weekend demonstrated the proof of concept prototype for 5G 

NR Fixed Wireless Access solution providing high capacity link between the balcony and the 

marquee in the Millennium square. (see Figure 68 ). The solution encompassed an EPC emulator, 

the Nokia AirScale baseband on the AirFrame blade connected over CPRI interface to the antenna, 

which is a 16×16, 256 element unit. The Intel 5G MTP test UE was in the marquee. The system 

deployed 2 component carrier aggregation based on the available license, for a total of 200MHz 

channel bandwidth. This demonstrated throughput of 680Mbps observed within the marquee.  

 

Figure 68 5GNR 28GHz Proof of Concept 

4. mmWave communications are an important part of the 5G standardisation process. To showcase 

this technology in the University of Bristol, Smart Internet Lab 5G testbed, commercial devices 

provided by CCS were deployed in the network. The CCS Metnet nodes operate at 26GHz and 

form a self-organising mesh network for fixed wireless access with gigabit connectivity.  

 

Seven Metnet nodes are deployed in the testbed, connected to the Edgecore SDN switches. This 

architecture allows dynamic configuration of connectivity, either providing Wi-Fi backhaul over 

the mmWave mesh network or through the installed fibre network to the NFV cloud datacentre. 

With no radio planning, the CCS network is able to autonomously organise itself into a high-

performance distribution and access network, demonstrating its ability to provide low-

configuration last-mile access in a congested environment. 

 

The Metnet nodes are managed and configured via an element management system (EMS) 

allowing allocation of bandwidth to specific high demand nodes or viewing of the current mesh 

topology. The CCS EMS resides in the cloud infrastructure at the University of Bristol and is 

accessible from the testbed’s management network.  

 

5. The LTE-A network provided the 4G air interface using 15MHz bandwidth from BT in 2.6GHz 

spectrum and provided device connectivity for various demonstrations during the public 

demonstration. For validation we tested this network for throughput using a video on demand 5G 

network slice service towards a mix of 4G terminals receiving high definition video clips from the 

network simultaneously. This is shown in Figure 69 where one laptop with a 4G dongle and 5 x  

Samsung S8 handsets received HD video on demand simultaneously. Figure 69 shows different 

tests and capture of the information from the BTS or EPC management system.  

 

  

Intel  
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Figure 69: LTE-A service test validation 

6. In collaboration with National Instruments (NI) and University of Bristol’s Communication Systems 

and Networks (CSN) research group, the future 5G air interface technology Massive MIMO has 

been integrated with the 5G testbed. This system comprises a 128 antenna base station and 12 

client devices. Operating in the pioneer band of 3.51GHz TDD, simultaneous transmission to all 

clients in 20MHz bandwidth yields over 80bits/second/hertz spectral efficiency (see Figure 70).  

 

 
Figure 70: Massive MIMO test network at the Smart Internet Lab 

 
Figure 71: LiFi 
client dongle 

 

7. To showcase the 5G principle of access-agnosticism with novel access modes, the pureLiFi AP has 

been integrated with the core and distribution network of the testbed. Inside the public foyer of 

the We The Curious museum, an exhibit has been revealed to the public demonstrating the 

behaviour of a network stream encoded in visible light, and the effects of blocking it with 

curtains.  The architecture of a LiFi network is similar to Wi-Fi whereby access points 

communicate with clients within visible range. For LiFi, an AP resembles a ceiling light (and its 
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secondary purpose is lighting) whilst a client is embedded within a USB dongle, creating a 

network bridge for any USB host (Figure 71).  Multiple LiFi APs are controlled via an EMS residing 

in the University of Bristol cloud infrastructure. This entity controls all APs within the network 

including those based in We The Curious and the University of Bristol. 

4.1.2.2 Network Connectivity 
The University of Bristol’s testbed has been futureproofed by delivering a wholly-uncontended, privately 

managed fibre network in the Millennium Square public space. The testbed’s optical-connectivity asset is 

comprised of a hub-and-spoke network of 96F single-mode fibre cables installed at each radio test tower, 

terminated at a central distribution node inside the We The Curious museum. 

 

Figure 72: Termination of single optical spoke in distribution node 

Being wholly owned and managed by the Smart Internet Lab, this optical connectivity asset can expand to 

support dozens of optical applications per radio test tower, each delivering up to 40Gbit/s uncontested 

throughput rates with current transceivers. This futureproofing means the testbed will be ready for 

whatever bandwidth and latency requirements may need to be tested and experimented upon for years 

to come. 

To connect the multiple urban testbed locations around Bristol, Bristol Is Open has provided access to 

their city-wide single-mode optical fibre network. This allows the island to quickly scale-out potential 

deployments to include additional locations, such as the SS Great Britain and M-Shed tourist hubs. The 

entire datapath network within the island is switched via a distribution network of Edgecore 4610P and 

5610-52X SDN switches to provide full network slicing and segmentation via a centralised NetOS SDN 

controller. 

4.1.2.3 Cloud and NFV Hosting 
A primary consideration when selecting a cloud environment for NFV hosting and orchestration was to 

deliver a heterogeneous datacentre of multi-vendor assets. To this end the University of Bristol has 

implemented both an Opensource MANO (OSM) datacentre, a Nokia MEC platform and Nokia Cloudband 

solution.  

The OSM datacentre employs an Openstack Pike Virtualised Infrastructure Manager (VIM) for 

orchestration, hosting and storage of VNFs as either KVM virtual machines, or LXC containers. To 

integrate a network service’s VNF, Openstack Neutron provider networks, Open Daylight and NetOS SDN 
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controllers are used. Zeetta Networks’ NetOS has allowed the testbed to extend VNFs to terminations 

such as Physical Network Function endpoints (e.g. Wi-Fi SSIDs). This NFV cloud solution was used in the 

March Layered Realities public demonstration to host network functions enjoyed by the public. This NFV 

cloud is built upon industry standard and popular technologies such as KVM virtualisation. The Openstack 

cloud environment adopted by our Opensource MANO solution made use of SR-IOV passthrough 

techniques to give direct access to time-slices of valuable hardware (e.g. network interface cards). The 

VNFs were configured during instantiation using Cloud-Init scripts. 

 

Figure 73: Bristol 5GUK Dream Team at the OSM datacentre launch 

Nokia’s LTE-A solution and planned 5G NR extensions, include a MEC platform that allows the deployment 

and integration of virtualised cloud applications directly within the Evolved Packet Core of the network. 

This allows the direct connection of novel network applications at the S1 interface of the LTE-A network, 

eliminating almost all network-path latency from the user’s application experience. The Nokia MEC is 

based on established industry standard virtualisation technologies already familiar to researchers and 

enterprises. We expect the uptake of this MEC to be as quick as the familiarisation of our OSM cloud. 

Lastly, Nokia’s competitor to the OSM NFV setup Cloudband is finalising its deployment inside our testbed 

network. Cloudband is an ETSI MANO compatible NFV solution based on Openstack-orchestrated KVM 

virtualisation, and Nokia Nuage SDN networking of VNFs. The finalised deployment of this platform will 

open to research some of Nokia’s most advanced network virtualisation technologies such as distributed. 
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Figure 74: Bristol’s Island Control and Management Network  
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5 Conclusions 
The present deliverable proposes a communication platform based on wireless (LTE, Wi-Fi and LiFi,  

mmWave, FSO) and wireline technologies (optical electrical) for the provisioning of services in railway 

environments. The overall solution is managed through an architectural framework inspired by the ETSI 

NFV/SDN reference model principles. This framework enables control and management of this highly 

heterogeneous environment and facilitates end-to-end service orchestration with guaranteed Quality of 

Service.  

The performance of the individual technologies that has been developed or extended throughout the 

project including the FSO links, the optical network and the associated interfaces are investigated using 

theoretical models, simulations and field trial validations. The overall solution has been integrated in the 

5G UNIVBRIS testbed. 
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